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Dedication

To Lee Mahavier, for her support during my first semester of graduate school.
To the Instructor

The problem sequence that follows started as a draft of my father’s notes from a topology course that he taught at Emory University in Atlanta, Georgia for some thirty years. As they came to me, the notes were somewhat rough and adhered to a more traditional style and notation reminiscent of the style of R. L. Moore, on whose course the notes were based. In adapting the sequence to my course, I modified, polished, and added to the notes, modernizing the terminology somewhat, but trying to retain the mathematical rigor and precision that were the heart. My students have enjoyed the discovery-based format, and over time I have learned to cover much more material than I did when I started using this method. This three hour undergraduate course was taught at Nicholls State University where the course followed a foundational course and served as a thread of pure mathematics in an otherwise applied curriculum. The next section includes the course syllabus, which provides insight into the class structure and grading.

Notes are provided to the students a few pages at a time so that they may be modified should students produce conjectures or follow paths that can be included. Students are to look only to themselves and to me for guidance. No book or outside help of any other kind is to be sought out. In the cases where some of my students have had a semester of real analysis in a similar format, I will use cooperative learning and pair the experienced students with one or two inexperienced students. This brings a whole new aspect to the course as they now are working and competing in groups. It also supports the camaraderie that we experience as mathematicians when we share our problems. Hence, in the next section, “groups” usually contain only one individual. Still, if the majority of the students are more-or-less on an equal footing, I prefer to have them work individually, as I believe the independent work strengthens each student’s confidence in his or her own ability to do mathematics.

The course is intended to be a self-contained, one-semester course, although the amount of material covered will vary considerably depending on the experience level of the instructor, the level of the class, and the amount of guidance offered by the instructor. For a one semester course, I recommend omitting the measure theoretic material and the material dealing with sequences. Omitting this material will not require altering the problem se-
quence in any other way, as all the theorems may be proved independently of these materials. I often teach the course in this way to concentrate completely on the topological aspects.

Generally, I serve only as a coach and moderator until students have nothing to present. Then we discuss upcoming definitions, axioms, and theorems to instill a better intuition. Guidance of this type can easily double the speed of a class and I definitely use this technique to assure that we cover what I consider “sufficient material.” These are not lectures; rather they are Socratic discussions where I ask questions about upcoming definitions and problems to generate a level of understanding as to what the definitions mean and what must be shown to resolve upcoming problems. The most important aspect of my successful classes has been constant open discussion among the students. From this they feel comfortable presenting material at the board, asking questions of me or of the student who is presenting, and defending arguments at the board.

One might ask why the material is not broken into chapters addressing the various topics of connectedness, compactness, etc. While it may be appealing to an instructor to have such a nice segmented collection of materials, this is not beneficial to the students. It is not as though there is one technique that we use for compactness and another that we use for connectedness. Rather there is only the emphasis on doing mathematics and finding whatever techniques can work for each problem. Students enjoy working through the problems, using the tools they have developed.

I confess that at the beginning of each semester, I always fear that we are making minimal progress, since students may spend an entire class struggling to put up a simple correct proof. Still, within a few weeks, students are putting up multiple correct proofs, or at least strong attempts, during each class period. The learning curve is exponential and patience is required at the beginning of such a class.

Students provided considerable positive feedback to this course, but one of my favorites came from a student who was taking a traditional lecture course in differential equations, where the professor proved theorems at the board every day. The comment was the following: “Thanks to this class, I finally understand what Dr. (blank) puts on the board every day.”

For a more thorough introduction to my teaching, consider the Mathematical Association of America publication, *The Moore Method: A Pathway to Learner-Centered Instruction* by Coppin, Mahavier, May and Parker.
Course Syllabus

Rules for the course: All work presented or turned in is to be yours or that of your “group.” You are not to discuss any problems with anyone other than your group or me, and you are not to look at any sources (web, books) for further guidance. Your grade for the course will be at least the average of three grades: board-work grade (group grade), turn-in grade (group grade), average of midterm and final-exam grades. Anyone who is regularly presenting material at the board will certainly have adequate work for good grades on the written assignments and thus will do well on the midterm and final. I emphasize that the goal of the course for each student should be clear presentations at the board of well-prepared problems.

Board work: If a problem is about to be presented at the board and you do not wish to see the presentation then you may choose to leave the room. In this case, you may turn in a write up of this problem for credit as original work. You must write original at the top of the page. There is no limit on the number of original problems you may submit.

Write-ups and originals: You must turn in exactly one “new” problem each week. A “new” problem means one that you have not turned in before. If this problem has been presented in class, label it write-up. If it has not been presented, label it original. If you receive a grade of less than “B,” you may resubmit this problem on the following week, but you have only one resubmit chance. Please write resubmit at the top. Be sure that everything you turn in is double-spaced with your name, problem number, and problem statement on it. Be sure to write either write-up, original, or resubmit, at the top of each problem turned in.

Grading for turn-in assignments and board work will be based on the following scale.

- A, This is a correct proof.
- B, I believe that you understand the problem, but some of what you have written is not correct.
- C, I cannot tell if you understand the problem, but I believe there is some good intuition here.
- D, There is at least one serious flaw in your argument.

Understand that the purpose of these exercises is to teach you to prove theorems. It is not expected that you started the class with this knowledge; hence, some low grades are to be expected. Do not be upset – just come see me.
To the Student

Topology is an area of mathematics, just as Algebra, Analysis and Geometry are areas of mathematics. Like other areas Topology is generally defined heuristically or not at all. The kind of problems we shall consider first are those that have to do with the concept of a limit point of a set of real numbers or the limit of a convergent sequence of real numbers as defined in an Analysis course such as Calculus. There the definition is made in terms of the distance between points and involves the concept of numbers being “near” one another. Precisely, the number $x$ is a limit point of the set $M$ of numbers if for every positive number $\varepsilon$, there is a point of $M$ that is different from $x$ and whose distance from $x$ is less than $\varepsilon$. We start by defining a limit in a more abstract setting. We do this by introducing a notion of “nearness” that does not depend on having a distance between points. So we might consider this part of topology the study of those concepts that might be defined in terms of limit points.

While topological spaces can be defined in very general settings, this sequence is restricted to the study of linear topology, that is the study of the topological properties of the real line. Many of the results that we will prove for the line hold in general topological spaces and often the proofs given in class will not use any properties of the line and thus are actually proofs for general topological spaces. In brief, our goal is an understanding of the following topics: open and closed sets, limit points, compactness, connectedness, measure of a set, sequences, convergence, least upper bound and greatest lower bound. While investigating these topics, we will be developing the tools that are needed for such courses as general topology, measure theory, functional analysis, differential equations, and so forth.
Problem Sequence

**Definition 1.** By a **point** is meant an element of the real numbers, \( \mathbb{R} \).

**Definition 2.** By a **point set** is meant a collection of one or more points.

**Definition 3.** The statement that the set \( S \) is a **topological space** means that there is a collection of subsets of \( S \), called regions, such that

1. if \( p \) is in \( S \) then there is a region that contains \( p \), and
2. if \( U \) and \( V \) are two regions having \( p \) in common then there is a region that contains \( p \) and is a subset of \( U \cap V \).

**Definition 4.** The statement that the point set \( M \) is **linearly ordered** means that there is a meaning for the words “less than (\(<\)),” “less than or equal to (\(\leq\)),” “greater than (\(>\)),” and “greater than or equal to (\(\geq\)).” If each of \( a \), \( b \) and \( c \) is in \( M \), then

1. if \( a \leq b \) and \( b \leq c \) then \( a \leq c \)
2. one and only one of the following is true:
   i. \( a < b \),
   ii. \( b < a \), or
   iii. \( a = b \).

**Axiom 5.** \( \mathbb{R} \) is linearly ordered.

**Axiom 6.** If \( p \) is a point there is a point less than \( p \) and a there is a point greater than \( p \).

**Axiom 7.** If \( p \) and \( q \) are two points then there is a point between them, for example, \( (p+q)/2 \).

**Axiom 8.** If \( a < b \) and \( c \) is any point, then \( a + c < b + c \).

**Axiom 9.** If \( a < b \) and \( c > 0 \), then \( a \cdot c < b \cdot c \). If \( c < 0 \), then \( a \cdot c > b \cdot c \).

**Axiom 10.** If \( x \) is a point, then \( x \) is an integer or there is an integer \( n \) such that \( n < x < n + 1 \).
Axiom 11. If \( n \) is an integer, then there is no integer other than \( n \) between the integers \( n - 1 \) and \( n + 1 \).

Definition 12. The statement that the point set \( O \) is an open interval means that there are two points \( a \) and \( b \) such that \( O \) is the set of all points between \( a \) and \( b \).

Definition 13. The statement that \( I \) is a closed interval means that there are two points \( a \) and \( b \) such that \( p \in I \) if and only if \( p = a \), \( p = b \), or \( p \) is between \( a \) and \( b \).

Notation: We use the notation \((a, b)\) to denote the open interval consisting of all points \( p \) such that \( a < p < b \). Similarly we use the notation \([a, b]\) to denote the closed interval determined by the two points \( a \) and \( b \) where \( a < b \). We do not use \((a, b)\) or \([a, b]\) in case \( a = b \), although many mathematicians do.

Problem 14. Determine whether \( \mathbb{R} \) is a topological space if regions are defined to be sets containing exactly one point. I.e. \( R \) is a region if and only if \( R = \{p\} \) for some \( p \in \mathbb{R} \).

Problem 15. Determine whether \( \mathbb{R} \) is a topological space if the only region is the entire space, \( \mathbb{R} \).

Problem 16. Determine whether \( \mathbb{R} \) is a topological space if only closed intervals are regions.

Problem 17. Consider \( \mathbb{R} \) where \( R \) is a region if and only if there are numbers \( a \) and \( b \) with \( a < b \) such that \( R = \{x\mid a \leq x < b\} \) (i.e. regions are “half” open intervals). Show that this is a topological space. This space is referred to as the Sorgenfrey line.

Theorem 18. \( \mathbb{R} \) is a topological space if only open intervals are regions.

From this point on we interpret \( \mathbb{R} \) to mean the topological space where regions are defined to be open intervals. This topological space would be referred to as the usual topology on \( \mathbb{R} \) or the Euclidean topology on \( \mathbb{R} \).

Definition 19. Two sets are said to be mutually disjoint if they have no points in common.

Definition 20. The statement that the set \( S \) is a Hausdorff space means that \( S \) is a topological space and if \( p \) and \( q \) are two (distinct) elements of \( S \) then there are mutually disjoint regions \( U \) and \( V \) containing \( p \) and \( q \) respectively.

Theorem 21. \( \mathbb{R} \) is a Hausdorff space.

Definition 22. The statement that the sequence \( p_1, p_2, p_3, \ldots \), denoted \((p_i)\), converges to the point \( p \) means that if \( R \) is a region containing \( p \), then there is a positive integer \( n \) such that if \( m \) is a positive integer and \( m > n \), then \( p_m \) is in \( R \).
Definition 23. The statement that the sequence \((p_i)\) converges, means that there is a point \(p\) such that \((p_i)\) converges to \(p\).

Problem 24. For each positive integer \(n\), let \(p_n = 1 - 1/n\). Show that the sequence \((p_i)\) converges to 1.

Problem 25. If \(m\) is a positive, odd integer then \(p_m = 1/m\) while if \(m\) is a positive, even integer then \(p_m = (m + 1)/m\). Show that the sequence, \((p_i)\) does not converge to zero.

Problem 26. For each positive integer \(n\), let \(p_{2n} = 1/(2n - 1)\) and \(p_{2n-1} = 1/2n\). Show that the sequence \((p_i)\) converges to 0.

Definition 27. If \(M\) is a point set and \(p\) is a point, the statement that \(p\) is a limit point of \(M\) means that every region containing \(p\) contains a point of \(M\) different from \(p\).

Definition 28. If \(M\) is a point set, then the closure of \(M\), denoted by \(Cl(M)\), is the set to which the point \(p\) belongs if and only if \(p\) is a point of \(M\) or \(p\) is a limit point of \(M\).

Definition 29. The statement that the topological space \(S\) is regular at the point \(p\) means that if \(U\) is a region containing \(p\), there is a region \(V\) containing \(p\) such that \(Cl(V) \subseteq U\).

Definition 30. The statement that the topological space \(S\) is regular means that \(S\) is regular at each of its points.

Theorem 31. \(\mathbb{R}\) is a regular space.

Definition 32. If \((p_i)\) is a sequence, then the set \(\{p_i : i\) is a positive integer \(\}\) denotes the range of the sequence. That is, \(\{p_i : i\) is a positive integer \(\}\) denotes the point set to which the point \(p\) belongs if and only if there is a positive integer \(n\) such that \(p = p_n\).

Problem 33. Show that if the sequence \((p_i)\) converges to the point \(p\), and, for each positive integer \(n\), \(p_n \neq p_{n+1}\), then \(p\) is a limit point of the range of the sequence.

Theorem 34. If \(p\) is a limit point of the point set \(M\) then there is a sequence of points \(p_1, p_2, p_3, \ldots\) of \(M\), all different and none equal to \(p\), that converges to \(p\).

Definition 35. The statement that the set \(M\) is finite means that there is a positive integer \(n\), such that \(M\) has \(n\) points and does not have \(n+1\) points.

Definition 36. The statement that the set \(M\) is infinite means that \(M\) is not finite.

Definition 37. A rightmost point of a point set \(M\) is a point, \(r\), such that \(r \in M\) and \(r \geq m\) for all \(m \in M\). Leftmost point is defined analogously.
**Definition 38.** A first point to the right of a point set \( M \) is a point, \( r \), such that \( r > m \) for all \( m \in M \) and there is no point \( s < r \) satisfying \( s > m \) for all \( m \in M \). First point to the left of \( M \) is defined analogously.

**Theorem 39.** If \( M \) is a finite point set then \( M \) has a leftmost and a rightmost point.

**Theorem 40.** If \( p \) is a limit point of the point set \( M \), then every region containing \( p \) contains infinitely many points of \( M \).

**Problem 41.** Show that if \( c \) is a number and \((p_i)\) is a sequence that converges to the point \( p \), then the sequence \((cp_i)\) converges to \( cp \).

**Problem 42.** Show that if the sequence \((p_i)\) converges to \( p \) and the sequence \((q_i)\) converges to \( q \), then the sequence \((p_i + q_i)\) converges to \( p + q \).

**Theorem 43.** If \( p \) is a limit point of the point set \( H \) and \( H \) is a subset of the point set \( K \), then \( p \) is a limit point of \( K \).

**Theorem 44.** If \( H \) and \( K \) are point sets and \( p \) is a limit point of \( H \cup K \), then \( p \) is a limit point of \( H \) or \( p \) is a limit point of \( K \).

**Definition 45.** The statement that two point sets in a topological space are mutually separated means that neither contains a point nor a limit point of the other.

**Definition 46.** The statement that the point set \( M \) in a topological space \( S \) is connected means that \( M \) is not the union of two mutually separated sets.

**Theorem 47.** If a connected set \( M \) is a subset of the union of two mutually separated point sets \( H \) and \( K \), then \( M \) is a subset of one of \( H \) and \( K \).

**Theorem 48.** If the sequence \((p_i)\) converges to the point \( p \) and \( q \) is a point different from \( p \), then \((p_i)\) does not converge to \( q \).

**Theorem 49.** If the sequence \((p_i)\) converges to the point \( p \) and \( q \) is a point different from \( p \), then \( q \) is not a limit point of the range of the sequence \((p_i)\).

**Definition 50.** The statement that the point set \( M \) is open means that if \( p \) is a point of \( M \), then there is a region \( R \) such that \( p \in R \subseteq M \).

Every region is an open set. Can you construct some other open sets?

**Definition 51.** The statement that the point set \( M \) is closed means that if \( p \) is a limit point of \( M \), then \( p \in M \).

**Theorem 52.** If \( H \) and \( K \) are closed point sets then \( H \cup K \) and \( H \cap K \) are closed.

**Theorem 53.** If \( H \) and \( K \) are regions then \( H \cup K \) and \( H \cap K \) are open.
Definition 54. If $M$ is a point set then $M^c$ is the point set $M^c = \{x \in \mathbb{R} : x \not\in M\}$.

Theorem 55. If $M$ is a point set and $M$ is closed, then $M^c$ is open.

Theorem 56. If $M$ is a point set and $M$ is open, then $M^c$ is closed.

Theorem 57. If $\mathcal{G}$ is a finite collection of regions, each containing the point $p$, then the set of all points that are in all the sets in $\mathcal{G}$ is an open point set.

Theorem 58. If $\mathcal{G}$ is an arbitrary (i.e. possibly infinite) collection of closed point sets, each containing the point $p$, then the set of all points that are in all the sets in $\mathcal{G}$ is a closed point set.

Notation: If $\mathcal{G}$ is a collection of point sets, then the union of the members of $\mathcal{G}$ is denoted by $\bigcup\{G\mid G \in \mathcal{G}\}$ or $\bigcup_{G \in \mathcal{G}} G$ or, more simply, by $\mathcal{G}^*$. Similarly, the set of points common to the members of $\mathcal{G}$, called the intersection of the members of $\mathcal{G}$ is denoted by $\bigcap\{G\mid G \in \mathcal{G}\}$ or $\bigcap_{G \in \mathcal{G}} G$.

Theorem 59. If $\mathcal{G}$ is a finite collection of closed point sets, then $\mathcal{G}^*$ is closed.

Theorem 60. If $\mathcal{G}$ is an arbitrary collection of open sets, then $\mathcal{G}^*$ is open.

The previous four theorems are often stated as follows:

1. The collection of open sets is closed under arbitrary union,
2. the collection of open sets is closed under finite intersection,
3. the collection of closed sets is closed under arbitrary intersection, and
4. the collection of closed sets is closed under finite union.

Most mathematicians would use these facts as the definition of a topological space. They might define a topological space as an ordered pair, $(S, \tau)$ where $S$ is a set and $\tau$ is a collection of subsets of $S$, called open sets, such that

1. $S$ and $\emptyset$ \footnote{We have avoided introducing the empty set in these notes to avoid addressing set theory and to move to topology as quickly as possible.} are elements of $\tau$,
2. $\tau$ is closed under the operation of finite intersection, and
3. $\tau$ is closed under the operation of arbitrary union.

If we were using this definition for a topological space, then the regions in Definition 3 would be referred to as a basis for the topological space. Either way, what we now have is a collection of points, regions, and open sets with the properties that:
1. every point is contained in a region,
2. every point contained in two regions is contained in a region that is a subset of the original two regions, and
3. every open set is the union of regions.

**Theorem 61.** If $H$ and $K$ are two mutually disjoint closed point sets, they are mutually separated.

**Theorem 62.** If $H$ and $K$ are connected point sets having a point in common, then $H \cup K$ is connected.

**Theorem 63.** If $H$ is a connected point set and $K$ is a point set and every point of $K$ is a limit point of $H$, then $H \cup K$ is connected.

**Definition 64.** The statement that the point set $M$ is **bounded above** means that there is a point to the right of every number in $M$. The statement that $M$ is **bounded below** is defined similarly.

**Definition 65.** $M$ is **bounded** means that $M$ is bounded above and below.

**Theorem 66.** If the sequence $(p_i)$ converges to the point $p$, then the range of this sequence is bounded.

**Definition 67.** The statement that the sequence $(p_i)$ is an **increasing** sequence means that for each positive integer $n$, $p_n < p_{n+1}$. The statement that the sequence $(p_i)$ is **non-decreasing** means that for each positive integer $n$, $p_n \leq p_{n+1}$. We define **decreasing** and **non-increasing** sequences similarly.

**Theorem 68.** If $(p_i)$ is a non-decreasing sequence and there is a point to the right of each point of the sequence, then the sequence converges to some point.

**Theorem 69.** If $G$ is a collection of connected point sets and one of them intersects all the others, then $G^*$ is connected.

**Definition 70.** If $M$ is a point set in a topological space $S$, then by a **component** of $M$ is meant a connected subset of $M$ that is not a subset of any other connected subset of $M$.

**Theorem 71.** If $M$ is a point set and $p$ is a point of $M$, then there is exactly one component of $M$ that contains $p$.

Any theorems that use the forthcoming definition of a Cauchy sequence assume, in addition to our other axioms, that we have a distance between the points in our space. On the number line, the distance from the point $a$ to the point $b$ is $|a - b|$. Recall that $|p|$ is either $p$ or $-p$ depending on to whether $p$ is non-negative or negative.
Definition 72. The statement that the sequence \((p_i)\) is a Cauchy sequence means that if \(\varepsilon\) is a positive number, then there is a positive integer \(N\) such that if each of \(m\) and \(n\) is an integer with \(m > N\) and \(n > N\), then \(|p_m - p_n| < \varepsilon\).

Theorem 73. The sequence \((p_i)\) is a Cauchy sequence if and only if it is true that for each positive number \(d\), there is a positive integer \(n\) such that if \(m\) is a positive integer and \(m \geq n\), then \(|p_m - p_n| < d\).

Theorem 74. If \((p_i)\) is a sequence converging to the point \(p\), then the sequence \(p_1 - p_2, p_2 - p_3, \ldots\) converges to 0.

Problem 75. Show that the converse to Theorem 74 is false by providing a counterexample.

Axiom 76. If \(M\) is a point set and there is a point to the right of every point of \(M\), then \(M\) has either a rightmost point or a first point to the right.

The point described in Axiom 76 is called the least upper bound of \(M\). The point that would be described if left and right were interchanged is called the greatest lower bound of \(M\). These are usually denoted by \(\text{lub}(M)\) and \(\text{glb}(M)\). We have already been using the concept of \(\text{lub}(M)\), but calling it either the rightmost point of \(M\) or the first point to the right of \(M\), depending on whether the point was an element of \(M\) or not. Axiom 76 is called the Completeness Axiom and applies only to linearly ordered sets.

A linearly ordered space that satisfies Axiom 76 would be called a complete space. At this point we could say that \(\mathbb{R}\) is a complete, linearly ordered space that has no minimal or maximal element. We will mark with (CA) those theorems that require the Completeness Axiom. We assume of course that a statement similar to Axiom 76, but with right and left reversed also holds. We might restate Axiom 76 as follow: “If \(M\) is bounded above then \(M\) has a least upper bound.”

Theorem 77. If \(M\) is a point set having least upper bound \(b\) that is not in \(M\), then \(b\) is a limit point of \(M\).

Theorem 78. If the sequence \((p_i)\) converges to a point \(p\), then \((p_i)\) is a Cauchy sequence.

Theorem 79. If \((p_i)\) is a Cauchy sequence, then the range of \((p_i)\) is bounded.

Theorem 80. If \(H\) and \(K\) are bounded sets and \(H \subseteq K\) then \(\text{lub}(H) \leq \text{lub}(K)\) and \(\text{glb}(H) \geq \text{glb}(K)\).

Theorem 81. If \(H\) and \(K\) are bounded sets and \(L\) is the set to which the number \(x\) belongs if and only if there are numbers \(h \in H\) and \(k \in K\) such that \(x = h + k\), then \(\text{glb}(H) + \text{glb}(K) = \text{glb}(L)\).

Theorem 82. If \((p_i)\) is a Cauchy sequence, then the range of \((p_i)\) does not have two limit points.
Theorem 83. If \((p_i)\) is a Cauchy sequence, then the sequence \((p_i)\) converges.

Definition 84. If \((a,b)\) is a segment, then by the length of \((a,b)\) is meant \(b-a\).

Notation If \(\mathcal{G}\) is a collection of segments, then \(L(\mathcal{G})\) denotes the set of all numbers that are the sums of the lengths of finite subsets of \(\mathcal{G}\).

Problem 85. Show that if \(\mathcal{G}\) is a finite collection of segments, then \(\text{lub}(L(\mathcal{G}))\) is the sum of the lengths of the segments in \(\mathcal{G}\).

Definition 86. The statement that \(\mathcal{G}\) is a summable collection of segments means that \(\mathcal{G}\) is a collection of segments such that \(L(\mathcal{G})\) is bounded.

Definition 87. If \(\mathcal{G}\) is a summable collection of segments then by the sum of the lengths of the members of \(\mathcal{G}\) is meant \(\text{lub}(L(\mathcal{G}))\).

Problem 88. Show that if \(\mathcal{G}\) is the summable collection of segments defined by \(\mathcal{G} = \{(a_i,b_i)\}_{i=1}^{\infty}\) then the sequence \(\{\sum_{i=1}^{j}(b_i-a_i)\}_{j=1}^{\infty}\) converges to the \(\text{lub}(L(\mathcal{G}))\).

Definition 89. The statement that the collection \(\mathcal{G}\) of point sets covers the set \(K\) means that if \(p\) is a point of \(K\), then there is an element \(g \in \mathcal{G}\) such that \(p \in g\). We call \(G\) a cover of \(K\).

Problem 90. Find a collection \(\mathcal{G}\) of open intervals covering the open interval \((a,b)\) such that no finite subset of \(\mathcal{G}\) covers \((a,b)\).

Problem 91. Find a collection \(\mathcal{G}\) of closed intervals covering the open interval \((a,b)\) such that no finite subset of \(\mathcal{G}\) covers \((a,b)\).

Problem 92. Find a collection \(\mathcal{G}\) of closed intervals covering the closed interval \([a,b]\) such that no finite subset of \(\mathcal{G}\) covers \([a,b]\).

Theorem 93. (AC) If \(\mathcal{G}\) is a collection of open intervals covering the closed interval \([a,b]\), then some finite subset of \(\mathcal{G}\) covers \([a,b]\).

Definition 94. If \(\mathcal{L} = \{L(\mathcal{G}) : \mathcal{G}\text{ is a collection of open intervals covering }M\}\) then the outer measure of a point set, \(M\), is defined by \(m(M) = \text{glb}(\mathcal{L})\).

Problem 95. Show that the outer measure of the open interval \((a,b)\) and the closed interval \([a,b]\) is \(b-a\).

Problem 96. Show that if \(M\) is a finite set, then \(M\) has outer measure zero.

Definition 97. The statement that the point set \(M\) is countable means that \(M\) is finite or there is a sequence \((p_i)_{i=1}^{\infty}\) of distinct points such that for each point \(x\) in \(M\), there is a positive integer \(i\) such that \(p_i = x\).

Problem 98. Show that if \(M\) is a countable point set then \(M\) has outer measure zero.
Problem 99. Find a sequence $S_1, S_2, S_3, \ldots$ of open intervals such that for each positive integer $n$, $S_{n+1} \subseteq S_n$, and $\bigcap_{n=1}^{\infty} S_n$ is an open interval.

Problem 100. Find a sequence $S_1, S_2, S_3, \ldots$ of open intervals such that for each positive integer $n$, $S_{n+1} \subseteq S_n$, and $\bigcap_{n=1}^{\infty} S_n$ is not an open interval.

Problem 101. Find a sequence $I_1, I_2, I_3, \ldots$ of closed intervals such that for each positive integer $n$, $I_{n+1} \subseteq I_n$ and $\bigcap_{n=1}^{\infty} I_n$ is a closed interval.

Problem 102. Find a sequence $I_1, I_2, I_3, \ldots$ of closed intervals such that for each positive integer $n$, $I_{n+1} \subseteq I_n$ and $\bigcap_{n=1}^{\infty} I_n$ is not a closed interval.

Problem 103. Find an example of a sequence of closed point sets, each containing the next, such that there is no point common to all the sets of the sequence.

Definition 104. The statement that the sequence of sets $(M_i)$ is nested means that $M_{i+1} \subseteq M_i$ for all $i = 1, 2, 3, \ldots$

Lemma 105. (CA) If $(M_i)$ is a nested sequence of closed intervals then $\bigcap_{i=1}^{\infty} M_i$ is either a single point or a closed interval.

Lemma 106. If $(M_i)$ is a nested sequence of closed sets and there is a point common to all of them and $p$ is a limit point of the set of all such points then $p$ is a limit point of $M_k$ for all $k = 1, 2, \ldots$.

Theorem 107. If $(M_i)$ is a sequence of closed point sets and there is a point common to all the sets of the sequence $(M_i)$, then the set of all such points is a closed point set.

Definition 108. The statement that the point set $M$ is conditionally compact means that if $K$ is an infinite subset of $M$, then $K$ has a limit point.

Problem 109. (CA) Show that the open interval $(a, b)$ is conditionally compact.

Problem 110. Find an example of a nested sequence of conditionally compact sets such that there is no point common to all the sets of the sequence.

Lemma 111. Show that if $M$ is conditionally compact then $M$ is bounded.

Theorem 112. If $(M_i)$ is a nested sequence of closed and conditionally compact point sets then there is a point common to all the sets of the sequence $(M_i)$ and the set of all such points is a closed and conditionally compact point set.

Definition 113. The statement that the point set $M$ is compact means that if $\mathcal{G}$ is a collection of regions covering $M$, then some finite subset of $\mathcal{G}$ covers $M$.

Problem 114. Construct a point set $M$ such that $M$ is closed and bounded, every point of $M$ is a limit point of $M$, and $M$ is not an interval.
Theorem 115. (CA) If $M$ is an infinite and bounded point set then $M$ has a limit point.

Together, Theorem 115 and Lemma 111 imply that a set is conditionally compact if and only if it is bounded.

Lemma 116. Show that if $M$ is a countable set then there exists a nested sequence of closed intervals $I_1, I_2, I_3, \ldots$ such that $\bigcap_{i=1}^{\infty} I_k$ contains no point of $M$.

Theorem 117. If $(p_i)$ is a sequence of distinct points in the closed interval $[a, b]$, then there is a point in $[a, b]$ that is not in the sequence.

Theorem 118. If $(p_i)$ is a sequence of distinct points in the closed interval $[a, b]$ then the range of the sequence has a limit point.

Definition 119. The statement that the set $K$ is dense in the set $M$ means that every point of $M$ is a point or a limit point of $K$.

This definition would probably most often be given by saying that $K$ is dense in $M$ means that $\overline{Cl(K)} = M$. These are equivalent.

Theorem 120. There is a sequence $(p_i)$ of distinct points in the interval $[a, b]$ such that the range of the sequence is dense in $[a, b]$.

Problem 121. Construct a set $M$ such that $M$ is closed and bounded, every point of $M$ is a limit point of $M$, and $M$ contains no interval.

Theorem 122. No countable and closed point set $M$ has the property that every point of $M$ is a limit point of $M$.

This theorem guarantees that the set you created in Problem 114 is not countable. Can you find a rational number in this set? Can you find a point of this set that is not an endpoint of one of the intervals used in the construction of the set? Can you find an irrational number in the set?

Theorem 123. If $M$ is a countable subset of the interval $[a, b]$ then every point of $M$ is a limit point of the set of points in $[a, b]$ that are not in $M$.

It follows from the previous theorem that the set of all irrational numbers in the interval $[a, b]$ is dense in the interval $[a, b]$.

Congratulations! You have completed a one-semester introduction to topology.