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Introduction

Properties of quadratic forms are extremely useful in both pure and applied mathematics. Many of the concepts involved in the study of the quadratic forms do not appear at the undergraduate level; so we would like to study the simplest cases and apply the results to some geometrical properties of conics suggesting many generalizations as undergraduate research.

1 Theorem

Let the half-major and the half minor axes of an ellipse be $a$ and $b$ respectively. Let $POQ$ be a right triangle with the right angle at the center of the ellipse and with the other vertices $P$ and $Q$ on the ellipse (Fig. 1). Then the following statements are true:

(i) \( \frac{1}{OP^2} + \frac{1}{OQ^2} = \frac{1}{a^2} + \frac{1}{b^2} \)

(ii) The line $PQ$ is tangent to a fixed circle whose center is $O$.

(iii) The maximum area of the triangle $POQ$ is $A_{\text{max}} = \frac{ab}{2}$

(iv) The minimum area of the triangle $POQ$ is $A_{\text{min}} = \frac{a^2b^2}{a^2 + b^2}$

One may use techniques of analytic geometry and calculus and prove the theorem, but they become messy and quite tedious; particularly, when the generalizations of the theorem for a Euclidean space of dimension $n$ are considered. In fact, the theorem can easily be generalized to a unitary space.
2 Positive Definite Matrices

We shall use a convenient definition. Let

\[ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \]

by a symmetric matrix, where

\[ a + c = \text{trace } A > 0 \]

and the determinant of \( A \) is positive, that is,

\[ \det A = \begin{vmatrix} a & b \\ b & c \end{vmatrix} = ac - b^2 > 0 \]

then \( A \) is called a positive definite matrix.

One must give a better definition for the general case, since (1) and (2) are not sufficient for \( n \times n \) symmetric matrices, where \( n > 2 \). We shall get to the idea later because our purpose is to treat the subject clearly and simply.

3 Proper Values

We only discuss proper values (eigenvalues) of two-by-two positive definite matrices. A number \( m \) is called a proper value of the matrix \( A \) if it satisfies the
equation

\[
\begin{vmatrix}
  a - m & b \\
  b & c - m
\end{vmatrix}
\]

(3)

Indeed, the reader is familiar with the idea that we are reviewing.

The equation (3) will become

\[ m^2 - (a + c)m + ac - b^2 = 0 \]  

(4)

The discriminant of (4) is

\[(a + c)^2 - 4(ac - b^2) = (a + c)^2 + 4b^2 > 0 \]  

(5)

So the roots of (4) are real. Moreover, if \( m_1 \) and \( m_2 \) are the roots of (4), then

\[ m_1 + m_2 = a + c = \text{trace } A \]  

(6)

and

\[ m_1 m_2 = ac - b^2 = \text{det } A \]  

(7)

Since the sum and product of the roots are both positive, the proper values of \( A \) are also positive.

Sometimes a positive definite matrix is defined as a symmetric (Hermitian) matrix whose proper values are positive. We shall get to the actual definition in terms of quadratic form in what follows.

## 4 Proper Vectors

Let us denote vectors by Greek letters. To each vector \( \xi \) corresponds an ordered pair in three different ways:

\[ \xi \leftrightarrow (x, y), \xi \leftrightarrow (xy), \xi \leftrightarrow \begin{pmatrix} x \\ y \end{pmatrix} \]  

(8)

The ordered pair \( (x, y) \) is the pair of components, \( (xy) \) is the row matrix and \( \begin{pmatrix} x \\ y \end{pmatrix} \) is the column matrix corresponding to \( \xi \). Sometimes \( (xy) \) and \( \begin{pmatrix} x \\ y \end{pmatrix} \) are called the row vector and column vector respectively.

Now for each proper value \( m \) of \( A \), we write

\[
\begin{pmatrix}
  a - m & b \\
  b & c - m
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0
\end{pmatrix}
\]

(9)

This can be written as

\[ A\xi = m\xi \]  

(10)

The vector \( \xi \) which satisfies (10) is called a proper vector of \( A \) corresponding to \( m \). Since (9) is equivalent to the set of homogeneous linear equations:

\[
\begin{cases}
  (a - m)x + by = 0 \\
  bx + (c - m)y = 0
\end{cases}
\]

(11)
for which the determinant of the coefficients is zero, the two equations of (11) are equivalent, and there are many proper vectors of \( A \) corresponding to \( m \). We usually choose the ones with norm (magnitude) one.

It is well known that if \( m_1 \neq m_2 \), then the corresponding proper vectors are orthogonal (perpendicular). So we choose a set of proper vectors \( \{ \alpha, \beta \} \) such that

\[ ||\alpha|| = ||\beta|| = 1, (\alpha, \beta) = 0 \]  

(12)

where, for example \( ||\alpha|| \) is the norm of \( \alpha \), and \( (\alpha, \beta) \) is the inner product of \( \alpha \) and \( \beta \). So the set \( \{ \alpha, \beta \} \) is called orthonormal. Thus we have

\[
\begin{cases}
A\alpha = m_1 \alpha, A\beta = m_2 \beta, \\
||\alpha|| = ||\beta|| = 1, (\alpha, \beta) = 0
\end{cases}
\]  

(13)

5 Components of a Vector

Let \( \{ \alpha, \beta \} \) be an orthonormal set of vectors (Fig. 2). A vector \( \xi \) in the plane has two perpendicular projections on \( \alpha \) and \( \beta \) respectively. So we can write

\[ \xi = (\xi, \alpha)\alpha + (\xi, \beta)\beta \]  

(14)

The vector \( (\xi, \alpha)\alpha \) is the component of \( \xi \) on \( \alpha \), and \( (\xi, \beta)\beta \) is the component of \( \xi \) and \( \beta \).

In particular, we may be interested in components of a vector \( \xi \) with respect to proper vectors of a positive definite matrix. Let \( \{ \alpha, \beta \} \) be an orthonormal set of proper vectors of the positive definite matrix \( A \). Let \( m_1 \) and \( m_2 \) be proper values of \( A \). Then

\[
\begin{cases}
\xi &= (\xi, \alpha)\alpha + (\xi, \beta)\beta \\
A\xi &= (\xi, \alpha)A\alpha + (\xi, \beta)A\beta \\
&= m_1(\xi, \alpha)\alpha + m_2(\xi, \beta)\beta
\end{cases}
\]  

(15)

These equalities are extremely useful in the study of quadratic forms.
6 Quadratic Forms

Let

\[ q = q(x, y) = ax^2 + 2bxy + cy^2 \]  \hspace{1cm} (16)

where \( x \) and \( y \) are real variables and \( a, b, c \) are real numbers. Then \( q \) is called a quadratic form. We can write (16) in a matrix form; that is, (16) is equivalent to

\[ q(x, y) = \begin{pmatrix} a + b & b + c \\ b + c & b + c \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \]  \hspace{1cm} (17)

In what follows, we only study the case where

\[ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \]

is positive definite. Other cases will be suggested as problems. Note that (17) can be written in the form of an inner product

\[ q = (A\xi, \xi) \]  \hspace{1cm} (18)

where \( \xi = (x, y) \), and \( A\xi \) can be written as

\[ (x, y) \begin{pmatrix} a & b \\ b & c \end{pmatrix} = (ax + by, bx + cy) \]  \hspace{1cm} (19)

or

\[ \begin{pmatrix} a & b \\ b & c \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} ax + by \\ bx + cy \end{pmatrix} \]  \hspace{1cm} (20)

since \( A \) is symmetric.

Now this quadratic form in terms of proper values of \( A \), by (15), can be written as

\[ (A\xi, \xi) = m_1(\xi, \alpha)^2||\alpha||^2 + m_2(\xi, \beta)^2||\beta||^2 \]

\[ = m_1(\xi, \alpha)^2 + m_2(\xi, \beta)^2 \]  \hspace{1cm} (21)

This equality suggests the general definition that a symmetric matrix is positive definite in \((A\xi, \xi)\) for every non-zero \( \xi \) is positive.

7 Theorem (Fischer)

Let \( A \) be a positive definite matrix with proper values

\[ \begin{cases} m_1 \geq m_2 \\ A\alpha = m_1\alpha, A\beta = m_2\beta \end{cases} \]  \hspace{1cm} (22)

Then

\[ \begin{cases} \max_{||\alpha||=1}(A\xi, \alpha) = m_1 \\ \min_{||\alpha||=1}(A\xi, \alpha) = m_2 \end{cases} \]  \hspace{1cm} (23)

This is a very special case of Fischer’s minimax principle.
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**Proof:** By (21) and (22) we have

\[
(A\xi, \xi) = m_1(\xi, \alpha)^2 + m_2(\xi, \beta)^2 \leq m_1(\xi, \alpha)^2 + (\xi, \beta)^2 = m_1
\]  

(24)

since

\[
||\xi||^2 = (\xi, \alpha)^2 + (\xi, \alpha)^2 = 1
\]  

(25)

The equality holds if \(\xi = \alpha\). Thus

\[
\max_{||\alpha|| = 1}(A\xi, \alpha)(A\xi, \xi) = m_1
\]  

(26)

On the other hand, by (21) and (22) we have

\[
(A\xi, \xi) = m_1(\xi, \alpha)^2 + m_2(\xi, \beta)^2 \geq m_2(\xi, \alpha)^2 + (\xi, \beta)^2 = m_2
\]  

(27)

The equality holds when \(\xi = \beta\). So

\[
\min_{||\alpha|| = 1}(A\xi, \xi) = m_2
\]  

(28)

\section{8 Theorem}

Let \(A\) be a positive definite matrix with proper values \(m_1\) and \(m_2\). Let \(\{\xi, \eta\}\) be any orthonormal set of vectors. Then

\[
\text{trace } A = (A\xi, \xi) + (A\eta, \eta) = m_1 + m_2
\]  

(29)

**Proof:** Let \(\{\alpha, \beta\}\) be the set of orthonormal proper vectors of \(A\), that is

\[
A\alpha = m_1\alpha \text{ and } A\beta = m_2\beta
\]  

(30)

So by (21) we have

\[
(A\xi, \xi) = m_1(\xi, \alpha)^2 + m_2(\xi, \beta)^2
\]  

(31)

and

\[
(A\eta, \eta) = m_1(\eta, \alpha)^2 + m_2(\eta, \beta)^2
\]  

(32)

So

\[
(A\xi, \xi) + (A\eta, \eta) = m_1[(\xi, \alpha)^2 + (\eta, \alpha)^2] + m_2[(\xi, \beta)^2 + (\eta, \beta)^2]
\]

\[
= m_1[(\alpha, \xi)^2 + (\alpha, \eta)^2] + m_2[(\beta, \xi)^2 + (\beta, \eta)^2]
\]  

(33)

Since \(\{\xi, \eta\}\) is orthonormal, and components of \(\alpha\) and \(\beta\) with respect to this set are

\[
[(\alpha, \xi), (\alpha, \eta)] \text{ and } [(\beta, \xi), (\beta, \eta)]
\]  

(34)

respectively, we have

\[
\begin{align*}
(\alpha, \xi)^2 + (\alpha, \eta)^2 &= ||\alpha||^2 = 1 \\
(\beta, \xi)^2 + (\beta, \eta)^2 &= ||\beta||^2 = 1
\end{align*}
\]  

(35)

Therefore (33), (34), and (35) imply

\[
(A\xi, \xi) + (A\eta, \eta) = m_1 + m_2 = \text{trace } A
\]
9 Lemma

For the matrix

\[ A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \]

let the following be true:

\[ \begin{cases} a_{11}^2 + a_{12}^2 = 1 = a_{21}^2 + a_{22}^2 \\ a_{11}a_{21} + a_{12}a_{22} = 0 \end{cases} \]  \tag{36}

Then the matrix \( A \) is called orthogonal and \( \det A = 1 \).
This is quite well-known and we omit the proof.

10 Theorem

Let \( \{ \xi, \eta \} \) be orthonormal and \( A \) be a positive definite matrix. Then

\[ \det A = \begin{vmatrix} (A\xi, \xi) & (A\xi, \eta) \\ (A\eta, \xi) & (A\eta, \eta) \end{vmatrix} = m_1m_2 \]  \tag{37}

**Proof:** By (14) and (15), we can write

\[ \begin{cases} \xi = (\xi, \alpha)\alpha + (\xi, \beta)\beta \\ \eta = (\eta, \alpha)\alpha + (\eta, \beta)\beta \\ A\xi = m_1(\xi, \alpha)\alpha + m_2(\xi, \beta)\beta \\ A\eta = m_1(\eta, \alpha)\alpha + m_2(\eta, \beta)\beta \end{cases} \]  \tag{38}

where \( \{ \alpha, \beta \} \) is the set of orthonormal proper vectors of \( A \) corresponding to \( m_1 \) and \( m_2 \). Therefore

\[ \begin{vmatrix} (A\xi, \xi) & (A\xi, \eta) \\ (A\eta, \xi) & (A\eta, \eta) \end{vmatrix} = (A\xi)(A\eta, \eta) - (A\xi, \eta)^2 
= m_1^2(\xi, \alpha)^2(\eta, \beta)^2 + m_1m_2[(\xi, \alpha)^2(\eta, \beta)^2 + (\xi, \beta)^2(\eta, \alpha)^2] + m_2^2(\xi, \beta)^2(\eta, \beta)^2 
- \{m_1^2(\xi, \alpha)^2(\eta, \beta)^2 + 2m_1m_2(\xi, \alpha)(\eta, \alpha)(\xi, \beta)(\eta, \beta) + m_2^2(\xi, \beta)^2(\eta, \beta)^2\} 
= m_1m_2(\xi, \alpha)(\eta, \beta) - (\xi, \beta)(\eta, \alpha)^2 = m_1m_2 \begin{vmatrix} (\xi, \alpha) & (\xi, \beta) \\ (A\eta, \alpha) & (A\eta, \beta) \end{vmatrix}^2 = m_1m_2 \]  \tag{39}

Note that the matrix

\[ X = \begin{pmatrix} (\xi, \alpha) & (\xi, \beta) \\ (A\eta, \alpha) & (A\eta, \beta) \end{pmatrix} \]

is orthogonal and \( |\det X|^2 = 1 \). The reader may verify it.
11 Theorem

Let $A$ be a positive definite matrix with proper values $m_1$ and $m_0$. Then for any orthonormal set of vectors $\{\xi, \eta\}$, we have

$$\max(A\xi, \xi)(A\eta, \eta) = \left(\frac{m_1 + m_2}{2}\right)^2 \quad (40)$$

and

$$\min(A\xi, \xi)(A\eta, \eta) = m_1 m_2 \quad (40)$$

**Proof:** It is well-known that the geometric mean of two positive numbers is less than or equal to the arithmetic mean of those numbers. So

$$\sqrt{(A\xi, \xi)(A\eta, \eta)} \leq \frac{(A\xi, \xi) + (A\eta, \eta)}{2} \quad (41)$$

By (29) we have

$$(A\xi, \xi) + (A\eta, \eta) = m_1 + m_2 \quad (42)$$

Thus (42) and (43) imply

$$(A\xi, \xi)(A\eta, \eta) \leq \left(\frac{m_1 + m_2}{2}\right)^2 \quad (43)$$

Therefore

$$\max(A\xi, \xi)(A\eta, \eta) = \left(\frac{m_1 + m_2}{2}\right)^2 \quad (44)$$

On the other hand, by (37) we have

$$X = \begin{pmatrix} (\xi, \alpha) & (\xi, \beta) \\ (A\eta, \alpha) & (A\eta, \beta) \end{pmatrix} = m_1 m_2 \quad (45)$$

which implies

$$(A\xi, \xi)(A\eta, \eta) = m_1 m_2 + (A\xi, \eta)^2 \quad (46)$$

So

$$(A\xi, \xi)(A\eta, \eta) \geq m_1 m_2 \quad (47)$$

The equality holds when $\{\xi, \eta\} = \{\alpha, \beta\}$; that is, the orthonormal set of proper values of $A$. Consequently

$$\min(A\xi, \xi)(A\eta, \eta) = m_1 m_2 \quad (48)$$
12 A Proof Of Theorem 1

Let the equation of the ellipse be

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \]  \hspace{1cm} (49)

This equation can be written as

\[ (xy) \begin{pmatrix} \frac{1}{a^2} & 0 \\ 0 & \frac{1}{b^2} \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = 1 \]  \hspace{1cm} (50)

or

\[ (A\xi, \xi) = 1 \]  \hspace{1cm} (51)

where \( \xi = (x, y) \), and \( A \) is the matrix of the quadratic form (51). It is clear that \( A \) is positive definite. We shall repeat the Figure 1 for reference. Choose \( \xi \) to correspond to \( OP \) and \( \eta \) to correspond to \( OQ \). Let \( \{\alpha, \beta\} \) be an orthonormal set of vectors such that

\[ \alpha = \frac{1}{p} \xi \quad \text{and} \quad \beta = \frac{1}{q} \eta \]  \hspace{1cm} (52)

We have chosen \( p = ||\xi|| \) and \( q = ||\eta|| \). Since \( \xi \) and \( \eta \) satisfy (52) we have

\[
\begin{cases}
(A\xi, \xi) = p^2(A\alpha, \alpha) = 1 \\
(A\eta, \eta) = q^2(A\beta, \beta) = 1
\end{cases}
\]  \hspace{1cm} (53)
From (54) we obtain
\[(A\alpha, \alpha) + (A\beta, \beta) = \frac{1}{p^2} + \frac{1}{q^2} = \text{trace } A\] (54)

Since the proper values of \(A\) are \(\frac{1}{a^2}\) and \(\frac{1}{b^2}\), we get
\[\frac{1}{||\xi||^2} + \frac{1}{||\eta||^2} = \frac{1}{a^2} + \frac{1}{b^2}\] (55)

This proves (i) for Theorem 2, that is,
\[\frac{1}{OP^2} + \frac{1}{OQ^2} = \frac{1}{a^2} + \frac{1}{b^2}\] (56)

Now to prove (ii), we look at the right triangle \(POQ\). The line segment \(OH\) is the altitude corresponding to the hypotenuse if and only if
\[\frac{1}{OH^2} = \frac{1}{OP^2} + \frac{1}{OQ^2}\] (57)

By (57), we obtain that \(OH\) is constant and therefore the line \(PQ\) is tangent to the circle of center \(O\) and the radius \(OH\). If \(OH = r\), we can write
\[\frac{1}{r^2} = \frac{1}{a^2} + \frac{1}{b^2} + \frac{a^2 + b^2}{a^2b^2}\] (58)

So
\[r = \frac{ab}{\sqrt{a^2 + b^2}}\] (59)

For (iii) and (iv), we observe that the area of the triangle \(POQ\) is
\[A = \frac{pq}{2}\] (60)

From (54) we get
\[p^2 = \frac{1}{(A\alpha, \alpha)}, \quad q^2 = \frac{1}{(A\beta, \beta)}\] (61)

This implies that
\[A = \frac{1}{2\sqrt{(A\alpha, \alpha)(A\beta, \beta)}}\] (62)

Since \(\{\alpha, \beta\}\) is orthonormal by (49) we have
\[\min(A\alpha, \alpha)(A\beta, \beta) = \frac{1}{a^2}, \quad \frac{1}{b^2}\] (63)

Note that \(\frac{1}{a^2}\) and \(\frac{1}{b^2}\) are the proper values of \(A\). So (63) and (64) imply that
\[A_{\text{max}} = \frac{ab}{2}\] (64)

The maximum area is attained when \(P\) and \(Q\) are on the ends of the major and minor axes (Fig. 3).
Now in order to obtain the minimum area, we again look at (63). By (44) for the orthonormal set \( \{ \alpha, \beta \} \), we have

\[
\max(A\alpha, \alpha)(A\beta, \beta) = \left(\frac{1}{a^2} + \frac{1}{b^2}\right)^2
\]

So by (63)

\[
A_{\min} = \frac{a^2b^2}{a^2 + b^2}
\]

We observe that the minimum is attained when \( OP \) and \( OQ \) are on the angle bisectors of the first and second quadrants (Fig. 4).
13 Suggestions

1. State and prove Theorem 1 for a hyperbola. In this case, the problem of the maximum and minimum becomes slightly complicated. One has to get around it.

2. Generalize Sections 2, 3, ..., 9 to a Euclidean space of dimension \( n \).

3. Generalize the previous suggestion to a unitary space; that is, a vector space over the field of complex numbers which has an inner product.

4. Generalize Theorem 1 to a Euclidean \( n \)-dimensional space.

5. Generalize suggestion 4 to a unitary space.

6. What would Theorem 1 be on the space of square matrices with real or complex entries?

7. If the matrix of a quadratic form is not positive definite, how far can you generalize the concepts studied so far?
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