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To the Instructor

0.1 Introduction - The Topic

In a way, Advance Calculus is an odd topic. There seems to not beanything
new going on, as by the time a student gets to this class he/shehas had at
least three semesters of calculus. So everyone is familiar with limits, dif-
ferentiation, integration, and sequences & series. It is because the material
is familiar that the study of analysis can be misleading. It is the depth that
makes the course what it is and oftentimes confusion over thedepth can
create issues.

I still recall sitting in this class as a student wondering how in the world
I was going toprovethat absolute value was non-negative when there was
nothing to do. Everyone just knows it is so. Such is how I beganto realize
I was not in Kansas anymore. However, I was determined to conquer this
class and understand the deeper parts of calculus. In fact for me it was life
changing as I went on to earn my PhD in classical real analysisand continue
to publish in this area.

In this anecdote lies important details. After so many yearsbeing told
that something was true, it was difficult to think along the lines of why
it was true. Especially since class at that time was all aboutlistening to
lecture, a passive act. However, there is something to get excited about as
one sees that this is not a topic that has been wrung dry, but that there are
generalizations and extensions to these topics which the interested student
can follow to who knows where. There are ideas and proofs out there yet
to be written. So this text was written with the idea of getting the students
actively involved in thinking about mathematics and seeingsome new(-ish)
ideas out there.

0.2 Introduction - The Book

This book is for the first semester of a yearlong course in advanced calcu-
lus/real variables. It was used this way at Slippery Rock University where
the sequence is a requirement for all math majors. Typically, such a class
has between 8 and 20 students. The notes are parsed out to the students as a
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To the Instructor iv

series of handouts. The pace of the course and the context of the handouts
will vary from instructor to instructor - you should edit theproblems based
on the ability and needs of your students. During the refereeing process
I was asked to place back the pagebreaks when I developed these notes.
This is a request I respectfully decline. You may decide to devote more
time/problems to a topic and skip other things entirely. TheLATEX code is
available for anyone who wants to shift things around.

As I teach the course, each handout contains Definitions, Axioms, Prob-
lems, Exercises, and a few Theorems. Anything labelled Theorem (which
by virtue of being called a theorem must be true) needs to be proven. Any
Problem will start with the directive “Prove or Disprove.” It is up to the stu-
dent to determine the truthfulness of the statements and, ifit is true, provide
a proof; if it is false, give a counterexample with explanation. Both of these
types of assignments can be presented at the board for points, and profes-
sionally written solutions are to be turned in. Exercises can be presented
at the board for a grade, but are not turned in. The Exercises are to help
illustrate definitions and topics. Similarly, there are Remarks throughout to
explain concepts and introduce new discussions. Some Proveor Disprove
items have quick and easy counter-examples. I have found that once the
counter-examples are presented a good next step is to ask thestudent how
to change the problem to make it into a theorem. Problem X thenleads
to Problem X, Part 2 which a student can then get credit for proving and
presenting.

There is debate among practitioners of the Inquiry-Based Learning (IBL)
about how to present the method to a class. Does one just plug away at the
course, acting as if IBL is the usual thing or spend time explaining to the
students how self-discovery is a better way to learn and own the material?
Should the students be shown evidence of why IBL is best to helpconvince
them that it is good? The decision of what to tell students is for most a
personal matter. Each instructor must determine his/her own way. As for
me, I steal an analogy from Ron Taylor of Berry College. At the beginning
of the first day of class for the year, I talk about juggling. I define what
juggling is and then give a short demonstration of juggling.Then I say
to them, “Now you should be able to juggle. If you go home tonight and
practice a little, you will able to juggle just fine.” This is,in essence, the
lecture-homework-move on format that most classes follow.Finally I pass
out a review sheet of problems. These come from our introduction to proof
course called Modern Concepts of Mathematics. There are two purposes to
this: first, to review what I expect the students to know and beable to handle
(induction, proof my contradiction, direct proof, etc.) and second, to get
them up at the board on the second day, presenting something they should
be more comfortable with as it is not new material. These problems, and
these problems only, may be worked on in a group. The end of thesecond
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To the Instructor v

day is the first page of Axioms, Definitions, Exercises, and Conjectures. Of
course, the first day of the second semester the students are already prepped
on how the class runs. A group email before the first day can give them
some problems to be thinking on for the new semester.

0.3 The Instructor in the Classroom

The most difficult part of being the instructor in an IBL setting is keeping
quiet. This does not mean I remain absolutely quiet. Students should be
encouraged to ask questions of the presenter and, especially at the start of
the course, they sometimes need help formulating an exact question. So
I will rephrase things or ask them to be more specific with their thoughts.
In addition, if a presenter is having trouble, perhaps a fellow student has
pointed out an issue that the presenter is struggling with resolving, I will
suggest he/she takes a break and we revisit the problem the next class day.

The instructor is also the official keeper of the records. I have the official
list of which problems have been presented and which are still open. These
are two things the students do tend to keep track of, too. Additionally, I keep
track of any tweaks that result in a new problem. The latter issomething I
really enjoy, though it took some getting used to. When new conjectures
arise I do not always know the answer (as opposed to using a text where the
problems are mostly the same regardless of the book). I learned to embrace
the time of discovery via students. A typical day starts by asking if anyone
has anything to present. Using my records, if I do see someoneis falling
behind in presentations I will say, “We haven’t heard from Z in awhile. Do
you have something to present?” Some colleagues use software to keep
track of such things. If you get involved in the IBL community you should
be able to find them if you want.

At the beginning of the day I pass back write-ups, make a few general
announcements (“Math Club meeting Thursday,” or “Make sure you are
using the right notation in your limit proofs.”), and pass out any new pages.
Then I take my seatin the back of the room. Students have a tendency to
look at me to see if I react and use that to decide if they shouldor should
not be looking for questions to ask. So the sides of the room are out. The
presenter, the one person who is supposed to be looking in my direction,
will still try and find confirmation in my face. It is importantto remain
impassive and let the presenter and his/her classmates workit all out.

After I sit down my role is that of moderator, helping tofurther the class
discussion, but not to lead it. In the early days, I make sure the presenters
are writing clearly and pausing between important statements so their class-
mates can keep up. I might spur students to ask questions by saying, “Does
everyone agree with line 3?” or “Is there an assumption beingmade here
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To the Instructor vi

when the theorem is applied?”

In summary, the instructor acts as bookkeeper with the problems and the
grades and after that is a facilitator, making sure the classremains on task
and that learning occurs.

0.4 Why these notes

One reason I decided to write my own notes is to introduce students to
some of the generalizations and types of questions that someone like my-
self, who publishes in classical real analysis, faces in thescholarly life. Thus
there are topics on these handouts that are not found in the typical analysis
book/course. These include generalized continuity and convergence in met-
ric spaces. None of these topics are covered too deeply (although metric
spaces turn up again and again). It is amazing how well the students can do
when they are not told that these topics are post-Bachelor’s level or atypical.

0.5 Course Content

These notes are for the first semester of a two semester Advanced Calcu-
lus/Real Analysis sequence. There are several goals at work here. First is
the in-depth study of a particular topic. Such depth is important for students
of mathematics. Sometimes this is accomplished through taking an analysis
sequence; sometimes a year-long algebra class; sometimes via two differ-
ent, but related classes (a semester of algebra and one of number theory or a
semester of real variables followed by one in complex variables). Secondly
is honing the students’ skills in writing proofs. All students, by the time
they are ready for this class, have some learning in constructing proofs and
proof techniques (direct, contradiction, contrapositive, induction, et al.), but
one only gets better at this by writing more and more proofs, not by reading
about proofs. Lastly, as with many “pure” math classes, thiscourse should
give students the opportunity to see how one extends the boundaries of what
is known and not known via conjecture. This is where many textbook ori-
ented classes fail as books do not rightly convey the stops and starts of what
a mathematician studies, instead presenting a polished result that unfortu-
nately gives students the impression that all that can be known is known.

The topics covered in the first semester are

• fundamentals of the real line,

• limits and convergence, and

• functions and continuity.

Dr. Robert W. Vallin www.jiblm.org



To the Instructor vii

In the second semester, we continue onward by studying

• differentiation,

• integration,

• series of numbers, and

• series of functions.

Included in this text are several types of generalization ofthe main topics.
For instance, symmetric derivatives and the Riemann-Stieltjes integral. The
hope is to show students how things progress after what they learned in the
Calculus sequence. Problems that are shown false by a counter-example
(e.g. Let f have the property thatf (a) · f (b) < 0. Then there is a valuec,
with a< c< b such thatf (c) = 0.) are ripe for the question, “How can we
change this to make it true?” during the problem’s presentation. This shows
how mathematicians hone an idea until it is both precise and correct. One
of my favorite ideas is the so-called pathological example.Something so far
afield from a certain property as to be considered a “mathematical monster.”
A continuous, nowhere differentiable function is an example of this. Many
of the requests for examples in this text are leading the student toward some
of these monsters.

0.6 Grading

My gradebook consists of three separate sections: homework, presentations,
and exams. They are described below, however, for each instructor, there are
many ways to determine grades. The ensuing paragraphs include the final
percentages I use in this class. My technique is not a command, it’s not even
a suggestion. It is an example.

Section One is for written homework turned in. This assignedhomework
is worth 20% of the final grade. Someone once referred to this method as
having perpetual homework. No one warned me about the perpetual grad-
ing. You are now forewarned. I insist that homework is written up neatly
and professionally. Students do not need to use LATEX (though I would not
complain), but since there is an emphasis on learning to communicate math-
ematics, the students need to learn that doing sloppy work isnotacceptable.
Homework falls into two categories: before presentation and after presenta-
tion. Before presentation homework that is correct and well-written receives
a grade of 10. Originally, my syllabus said homework that hasissues will
receive a grade between 1 and 9, but I found over time that unless something
spectacular happened I only used the grades 9 (small error),7 (essentially
correct, but not a perfect presentation), 5 (on the way, but alot wrong), and
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To the Instructor viii

3 (trying). The grade of 1 was very rare as students did not have a hard
deadline and would wait until they had some confidence in their work be-
fore turning it in. So rather than 1 - 10, my grades are now 1, 3,5, 7, 9, and
10. After the problem was presented, a student could still turn in a write-up
for either a grade of 5 (correct) or 3 (mostly correct). At thedate of an exam,
I cut off the students from turning in any more problems from the sections
covered. There is a bit of self-defense here. I do not want thirty problems
from the beginning of the semester turned in at the end because students
finally got around to writing their solutions to them.

Section Two is for student presentations. Percentage-wisethis counts as
10% of the grade total. The grading scale is 2 points through 5points. Two
is the minimum since students do not really present unless they have some
content and confidence in their work, so they have earned something. I do
not recall anyone actually settling for a two, though, as this means there are
some major flaws in the mathematics. So you may think of the 2 asa place-
holder, which will be replaced with a grade for a subsequent presentation.
Three is for an average attempt. The student has given correct ideas, with
some flaws in terms of presentation and boardwork. A presentation at the
level of 4 is correct and has a bit of polish to it. Something that can be fol-
lowed by the students. A 5 is for an exceptional job. An absolutely correct
solution with an excellent presentation where the conceptsare broken down
well and understood by the class earns this grade. On rare occasion, the
presenter surprises me with a direction I never saw coming, Iwill give that
a 5.5 out of 5 for creativity.

For a topic such as this, I tend to look at trends more than averages. I
would not compare a student with 5 presentations worth 20 points against
one with 8 presentations and 30 points. For the final grade I want to look at
theweightedtotal. If the grade is borderline what I will look at is trends, to
see if the presentation grades improved over time.

Students who are not actively presenting are still capable of earning
points while a presentation is happening. This is Section Three. Those
grades are for Questions, Insights, and Contributions (Q, I,C). Each of these
types of grades is a single point, but students can earn multiple points per
day. A “Q” is a good question. An example of this is, “Is your assumption
the same as saying it’s a Lipschitz function?” Questions such as, “Can you
say why your second line works?” and “Should that bef ′ and not f ?” are
good questions, and students should be encouraged to ask them, but are not
worth credit. The “I” is for some mathematical insight, a comment such as,
“So a Riemann integral is a Riemann-Stieltjes integral whereg(x) = x.” The
“C” for contribution is hard to nail down exactly, but as Supreme Court Jus-
tice said, “I know it when I see it.” These points are part of the presentation
grade. A good question or comment is as worthwhile as a nice presentation.
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To the Instructor ix

In addition to all of this, I give three exams and a comprehensive fi-
nal. For each exam I will also give them a list of problems whose proof or
counter-example I expect them to know. A majority of the exam, which is
all proof and example, comes from that list with usually one problem thrown
in that they have not seen to separate the A’s from the B’s in my class. These
are two different parts of a student’s final grade. The exam average is 50%
of the course grade and the final is 20%.

Two things I wish to point out before finishing this section:

First, I have been criticized in the past for the percentagesI use. The
critics’ point is mostly that students can pass this class without doing a lot
of presentation and/or turning in their own version of solutions rather than
what their peers show at the board. I, myself, don’t see much of a problem
with this. If a student knows enough of the material, then he/she knows
enough of the material. I do believe my tests do have one or twoproblems
that require enough creativity to separate the A’s from the B’s from the rest.

Second, the question comes up how all these sections and percents come
together to make a final grade. I was given some very prescientadvice
before I started this class and it was absolutely spot on and something I
wish to pass to you. The final totals tend to self-segregate. Each semester,
when I computed the final spreadsheet there were obvious chunks where the
A’s, B’s, C’s, D’s, and F’s lay.

0.7 The Rules for Presentations

Presentations will be scored in the following way

• Accuracy of the problem you present, including the guidelines below.

• Defense of your work, including following the guidelines below.

Points: You will be awarded a point in the appropriate categoryevery time
you contribute in one of the following ways.

• P presentation points awarded

– 5 points for a correct presentation

– 2 - 4 points for a presentation with error(s)

• Q asking a good question of the presenter

• I contributing a demonstration of a mathematical insight

• C an oral contribution other than the two categories above

Dr. Robert W. Vallin www.jiblm.org



To the Instructor x

Remember: the presenter should be the person to answer a question.

Guidelines for Your Presentation

• Write the problem on the board.

• State what method/theorem/idea you will use.

• Clearly explain each step.

• Do not use the words stupid, trivial, obvious, etc.

Guidelines for Defending Your Work

• You must answer your classmates and professors questions ina re-
spectful manner.

• Do not use the words stupid, trivial, obvious, etc.

• You must try to answer every question raised.

• It is okay to say, “I’m not sure that I understand your question.” It is
not okay to say, “Your question doesn’t make any sense.”

• Talk to the class, not to the board.

Guidelines for Criticism of Classmates Work

• You are to ask questions about your classmates work. Do NOT suggest
another technique. In some cases, there may be more than one way to
solve a problem.

• Do not use the words stupid, trivial, obvious, etc.

• You must ask questions in a respectful manner.

• Its okay to say, “Can you explain how you got from line 3 to line 4?”
It is not okay to say, “Line 4 is wrong,” or “Line 4 doesn’t makeany
sense.”

Dr. Robert W. Vallin www.jiblm.org



To the Student

0.8 Introduction - Advanced Calculus

Advanced Calculus (or Mathematical Analysis) is one of the most important
classes one takes as a math student. Unlike a class in, say, abstract algebra,
where the main concepts (rings, groups, fields) are new, in this class we
will look at topics you should be familiar with from your earlier calculus
sequence (limits, differentiation, integration, and sequences & series). That
is the good news. Since you are familiar with all these topics, what this
class then is about is an increase in rigor. This is not about determining
the integral of a given function, but about proving what typeof function is
integrable. We will also, as is expected in higher-level mathematics, look at
some generalizations of these ideas. This serves as an introduction to what
many mathematicians do when researching a topic.

Now, a word about prerequisites. Most courses of this type require a C
or better in a course on proof techniques. Let us be blunt here: A grade of
C or better doesnot mean that you have some vague recollection a course
that had a lot of proofs in it. It means that you learned the material and are
capable of both creating your own proofs and following proofs of others.
The types of proof techniques you should be familiar with include, but are
not limited to, induction, direct proof, proof by contradiction, and proof by
exhaustion.

This is an extremely important course as it develops the ability to apply
logic, which is what makes the math major so desirable to employers (see
www.maa.org/careers/ for more details). It takes hard work, but it is worth
it.

Now, all that said, let me add that mathematics is one of the most creative
disciplines out there. There is very little difference between the imagination,
hard work, and focus needed to paint a still life and to determine a proof.
Note that I did not say paint theMona Lisaand proveFermat’s Last Theo-
rem. Just as you don’t have to paint masterpieces in order to enjoy painting,
you do not have to solve the greatest open problems in mathematics to en-
joy the thrill and pride associated with developing a proof.Learning to find
proofs and write proofs is a skill that comes with practice; alot of prac-
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To the Student xii

tice. If you start to feel discouraged and like you are flailing and lost, I
suggest you think about the man who did solve Fermat’s Last Theorem and
his thoughts on doing math.

I can best describe my experience of doing mathematics in terms
of a journey through a dark unexplored mansion. You enter the
first room of the mansion and it’s completely dark. You stumble
around bumping into the furniture, but gradually you learn where
each piece of furniture is. Finally, after six months or so, you find
the light switch, you turn it on, and suddenly it’s all illuminated.
You can see exactly where you were. Then you move into the next
room and spend another six months in the dark. So each of these
breakthroughs, while sometimes they’re momentary, sometimes
over a period of a day or two, they are the culmination of – and
couldn’t exist without – the many months of stumbling aroundin
the dark that proceed them.

Andrew Wiles, Princeton University

Get ready and get excited to take a journey deeper into analysis than you
have gone before. And enjoy the trip!

Dr. Robert W. Vallin www.jiblm.org
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0.9 R.L. Moore and his Method

That student is taught the best who is told the least.

R.L. Moore, 1882-1974

[Dr. Moore] told us early on that he had no use for the university
guidelines stating that we should expect three hours of outside
class work for each hour in the classroom. He said he wanted us
to think about his class all day, every day, to go to bed thinking
about it, to wake up in the night thinking about it, to get up the
next morning thinking about it, to think about it walking to class,
to think about it while we were eating. If we weren’t preparedto
do that, he didn’t want us in his class. It was also quickly evident
that he meant what he said....

John Green, PhD, University of Texas, 1968, under R. L. Moore

The core of any course using the Moore Method (a type of Inquiry-Based
Learning) is the understanding that people learn best by doing the work,
not by being told the results. Moore developed his method in 1911 while
teaching at the University of Pennsylvania and then took it with him to the
University of Texas where he worked from 1920 until his retirement in 1969.
The mathematics building at UT is named after him.

To begin with, a true Moore Method course has no book. Instead, the
“book” for the course is written by the students as the semester/year goes
on. That is, at the end of this course the collection of definitions, axioms,
and results you have will be enough for a text. Each and every student is
expected to do his/her own work. The use of outside sources (including, but
not limited to, books, the internet, tutors, friends, classmates, and professors
who are not me) is strictly forbidden.

You will be given handouts which contain Definitions, Axioms, Prob-
lems, Exercises, and a few Theorems. You are to provide proofs for any-
thing labelled Theorem (which by virtue of being called a theorem must be
true). Any problem will start with the directive “Prove or Disprove.” It is
up to you to determine the truthfulness of the statements and, if it is true,
a proof; if it is false, a counterexample with explanation. Exercises can be
presented at the board for a grade, but not turned in. The Exercises are to
help illustrate definitions and topics. Similarly, there are Remarks through-
out to explain concepts and introduce new discussions.

In addition, to written work, you will be presenting at the board. There
will be little, if any, lecture in this class. On class days, you will be called
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To the Student xiv

on to present solutions. You may choose to show your work on any problem
not yet presented in class. If you are not the first person chosen on a given
day, you will not have your choice of all assigned problems. This means
that you may not get to present your first choice problem, so you should be
prepared with solutions to more than one problem.

During student presentations, you are encouraged (expected) to ask ques-
tions, and to think critically about the solution presentedby the classmate.
The class has the job of determining the validity of arguments presented,
and the instructor will occasionally allow incorrect solutions to stand in
class. These incorrectly presented problems may appear on tests. While
“Should that two be a three?” is a question, you should also ask “Can you
explain how you went from Step 2 to Step 3.” Don’t worry, if youhave that
question, so do others and the presenter should be able to answer that ques-
tion and others. Every once in awhile there are questions someone doesn’t
know how to answer. It happens to everyone, so the presenter should not
feel bad or embarrassed. The response of “I’m not sure, I’ll have to get back
to you,” is absolutely fine, butthe speaker is then responsible for finding out
the answer and showing it to the class. It will not take you long to figure
out how to be the speaker and how to be an active audience member. Then
it’s just a matter of enjoying the learning.

Dr. Robert W. Vallin www.jiblm.org
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A quote from Paul Halmos1:

“Don’t just read it; fight it! Ask your own questions, look for your own
examples, discover your own proofs. Is the hypothesis necessary? Is the
converse true? What happens in the classical special case? What about the
degenerate cases? Where does the proof use the hypothesis?”

and another

“Mathematics is not a deductive science – that’s a cliché. When you
try to prove a theorem, you don’t just list the hypotheses, and then start to
reason. What you do is trial and error, experimentation, guesswork.”

and a final one

“It is the duty of all teachers, and of teachers of mathematics in particu-
lar, to expose their students to problems much more than to facts.”

1If you do not know who Paul Halmos was, you may find it worthwhile to look him up after you are done with
analysis.
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Chapter 1

Review of Proof Techniques

This is not graded work, but necessary work nonetheless. We will go over
the proofs in the next class with you doing the presentation.However, unlike
the rest of the problems, you may talk amongst yourselves about these.

1. Proofs by Induction
An induction proof is used when the statement being proven isone that
has truth values on a subset of the natural numbersN of the form{k,k+
1,k+2, . . .}. Usually, but not always, this is stated in the problem. For
example, Prove that for eachn in N, 2n ≥ n+1. Go ahead and prove
this.

2. Direct Proofs
This is for a statement of the form, “If P, then Q.” The technique is to
assume P is true and then deduce (this includes showing steps) that Q
is true. For example, Ifn is an even integer, thenn2 is an even integer.

3. Indirect Proofs - Contrapositive
Given the statement “P implies Q,” itscontrapositiveis the logically
equivalent “Not Q implies not P.” Proving this second version is the
same as proving the first. So we assume not Q is true and deduce that
not P is true. Try this example, Ifxy is odd, then eitherx or y is odd.

4. Indirect Proofs - Proof by Contradiction
Usually this is something like a proof by contrapositive. Given the
statement “P implies Q,” begin with the idea “P and not Q.” Then de-
duce a statement of the form “R and not R,” this is a contradiction.
Prove with this method that there are infinitely many primes.

5. Proofs involving Quantifiers
Quantifiers are statements of the form “for all” or “there exists.” For
the first, you must take an arbitrary member of this set and prove the
statement is true always. For the latter, you can exhibit an example of
one instance.

1



Review of Proof Techniques 2

6. Counterexamples (Sometimes can be thought of as “Disproofs” involv-
ing Quantifiers)
If you think a “for all” statement is false, the negation of “for all”
is “there exists.” Thus showingONE instance where the statement is
untrue is enough. On the other hand, one example will not workto
disprove existential statements. One example will not contradict the
existence of something, it just shows the something doesn’twork in
one case. It may still work under other circumstances. Determine the
truthfulness of the statement, “For all rational numbersr there exists a
rational numberr−1 such thatr · r−1 = 1.”

7. Finally, how proofs should be written up.

Prove that for any real numbersa and b, a2+b2 ≥ 2ab.

Scratchwork: Ifa2+ b2 ≥ 2ab, thena2+ b2− 2ab≥ 0. But the left
side is(a−b)2. Your scratchwork should NEVER be turned in, but it
should be used (usually kind of backwards) in your proof.

Proof:
Let a andb be two real numbers. Since every square is non-negative,
we know

(a−b)2 ≥ 0.

This is equivalent to
a2−2ab+b2 ≥ 0,

which can be written as

a2+b2 ≥ 2ab.

Sincea andb were arbitrary, this holds for all real numbersa andb.

Notice that this is neither just a list of symbolic manipulations nor
written out in longhand English with paragraph format. A combination
of English and mathematical statements is what is called for.

8. More examples for you to prove/disprove:

(a) Prove that ifx and y are positive real numbers andx 6= y, then
x/y+y/x> 2.

(b) For all real numbersa, b, andc

a2+b2+c2 ≥ ab+bc+ac.

(c) Prove that 5n−2n is divisible by 3 for any natural numbern.
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Review of Proof Techniques 3

(d) Determine whether the statement, “There exists a real numberx
such that for all real numbersy, x+y= x.” is true or false.

(e) If a non-negativex has the property thatx< ε for all ε > 0, then
x= 0.
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Chapter 2

Preliminaries

2.1 Notation

• N, Z, Q, andR represent the natural numbers, integers, rational num-
bers, and real numbers, respectively

• a∈ A meansa is an element (a member) of the setA

• A⊆ B means thatA is a subset ofB

• A⊂B meansA is a subset ofB and not equal toB (we sayA is aproper
subset ofB)

• A∪B means the union ofA andB

• A∩B means the intersection ofA andB

• A\B means all elements in the setA that are not elments of the setB.

• Ac means the complement of the setA (with respect to a known uni-
versal set)

• /0 means the empty set

2.2 Fundamentals

Definition 1. A statementis a sentence that is either true or false.

Definition 2. Anaxiom is a statement that we accept without proof.

Definition 3. A theoremis a proposition proved from other propositions,
definitions, and axioms which are previously known.

Remark 4. We will usually, but not always, write xy for x·y.

Axiom 5. (Closure Under Addition) If x,y∈ R, then x+y∈ R.

4
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Axiom 6. (Closure Under Multiplication) If x,y∈ R, then xy∈ R.

Axiom 7. (Commutativity) If x,y∈ R, then x+y= y+x and xy= yx.

Axiom 8. (Associativity) If x,y,z∈ R, then(x+ y)+ z= x+(y+ z) and
(xy)z= x(yz).

Axiom 9. (Existence of Identities)There exists an element0∈R such that
for all x ∈ R, x+0= x and there exists an element1∈ R such that for all
x∈ R, 1·x= x.

Remark 10. For any x∈ R, −x denotes(−1)x.

Axiom 11. (Distributive Laws) If x,y,z∈ R, then x(y+ z) = xy+ xz and
(y+z)x= yx+zx.

Prove or Disprove 12.Show that for any x∈ R we have x·0= 0.

Axiom 13. (Existence of Inverses)For all x ∈ R there exists−x∈ R such
that x+ (−x) = 0 and for all x∈ R \ {0} there exists x−1 ∈ R such that
x ·x−1 = 1.

Prove or Disprove 14.For real numbers x and y, if xy= 0, then either x= 0
or y= 0.

Axiom 15. If x = y and z∈ R, then x+z= y+z and xz= yz.

Exercise 16.Could either form of the axiom above be written as “if and
only if”? Why or why not?

Notation: We define subtraction and division in terms of the inverses of
addition and multiplication, respectively. Thus ifx,y ∈ R, then x− y =
x+(−y) and ify 6= 0, thenx÷y= x ·y−1.

Definition 17. The statement x< y is left rigorously undefined, but we will
use it to mean precisely as you have known. The statement x≤ y means
either x= y or x< y; aslo y≥ x means the same as x≤ y and y> x means
the same as x< y.

Axiom 18. If x,y∈ R, then either x≤ y or y≤ x.

Axiom 19. If x,y∈ R with both x≤ y and y≤ x, then x= y.

Axiom 20. (Transitivity) If x ≤ y and y≤ z, then x≤ z.

Axiom 21. If x ≤ y and z∈ R, then x+z≤ y+z.

Axiom 22. If x ≤ y and z> 0, then xz≤ yz.

Prove or Disprove 23. If x ≤ y, then−y≤−x.

Prove or Disprove 24. If x ≤ y and z< 0, then yz≤ xz.
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Prove or Disprove 25. If x,y≥ 0, then xy≥ 0.

Prove or Disprove 26.For all x ∈ R, x2 ≥ 0.

Prove or Disprove 27. If x > 0, then x−1 > 0.

Prove or Disprove 28. If 0< x< y, then0< y−1 < x−1.

Remark 29. Each of the true properties we have looked at so far are true for
the setQ. This brings up the question of how the real numbers are different
from the rational numbers and why that difference is important. That is the
topic we shall now delve into.

We begin with a setSwhich is a subset ofR.

Definition 30. (Upper Bound)If there exists a real number M such that for
all x ∈ S we know x≤ M, then M is an upper bound for S.

Definition 31. (Supremum, Least Upper Bound)If there exists an s∈ R

such that s is an upper bound for S and, for any upper bounds M ofS, we
have s≤ M. then we call s the supremum of S (also called a least upper
bound) and denote this bysup(S).

Remark 32. Define the analogous concepts of lower bound and infimum
(greatest lower bound), writteninf(S).

Remark 33. When a set S is bounded aboveandbounded below, we say
that the set S is bounded.

Axiom 34. (Completeness Axiom)Let S⊂ R be nonempty and bounded
above, thensup(S) exists.

Prove or Disprove 35.Prove that for any bounded set S, there is only one
supremum; that is, suprema are unique.

Prove or Disprove 36. Show that the Completeness Axiom does not hold
whenR is replaced byQ.

Prove or Disprove 37.Let S⊂ R be nonempty and bounded below. Then
inf(S) exists.

Prove or Disprove 38. Let A and B be nonempty sets subsets ofR such
that A⊆ B. If B is bounded above, then A is bounded above andsup(A) ≤
sup(B).

Remark 39. What is the analogous problem and answer for bounded below
and infima?

Prove or Disprove 40. Let A and B be nonempty subsets ofR. If A is a
proper subset of B, thensup(A)< sup(B).
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Prove or Disprove 41. If A and B are nonempty subsets ofR such that for
all x ∈ A and for all y∈ B, x≤ y, thensup(A)≤ inf(B).

Remark 42. The set of real numbers (R) naturally decomposes into two
pieces: the rational numbers (Q) and the irrational numbers (R\Q which is
sometimes written asI, but we will not be using that). So let us look at some
of the properties of this decomposition. We begin with the Archimedean
Property which is actually about the real numbers, not just rationals or
irrationals. Some texts use the Archimedean Property as an axiom. This will
be presented as a Theorem (for you to prove) here as it is a consequence of
the Completeness Axiom despite the two looking very different.

Theorem 43. (The Archimedean Property ofR) For all positive x,y∈ R

there exists a natural number n such that nx> y.

Prove or Disprove 44. (Denseness of the Rational Numbers)Suppose
x,y∈ R with x< y. There is a z∈Q such that x< z< y.

Prove or Disprove 45. (Denseness of the Irrational Numbers)Suppose
that x,y∈ R with x< y. There is a z∈ R\Q such that x< z< y.

Prove or Disprove 46.The sum (difference) of any two rational numbers is
a rational number.

Prove or Disprove 47. If r ∈Q and z∈ R\Q, then r+z∈ R\Q.

Prove or Disprove 48. If r ∈Q and z∈ R\Q, then rz∈ R\Q.

Prove or Disprove 49. If x,y∈Q, then(x+y)/2∈Q.

Prove or Disprove 50. If x,y∈ R\Q, then(x+y)/2∈ R\Q.

Definition 51. Consider s, t ∈R with s< t. An interval I is a subset ofR of
any one of the following forms:

[s, t] = {x∈ R|s≤ x≤ t}
(s, t) = {x∈ R|s< x< t}
(s, t] = {x∈ R|s< x≤ t}
[s, t) = {x∈ R|s≤ x< t}
[s,∞) = {x∈ R|s≤ x}
(s,∞) = {x∈ R|s< x}
(−∞, t] = {x∈ R|x≤ t}
(−∞, t) = {x∈ R|x< t}

Also considered intervals are(−∞,∞) = R and /0 (which is called an empty
interval). For some authors the singleton{a} = [a,a] is referred to as a
degenerateinterval. We will not bother with a single point as an interval.

Prove or Disprove 52.The union of a collection of intervals will also be an
interval.
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Prove or Disprove 53.The intersection of a collection of intervals will also
be an interval.

Definition 54. A nonempty collection of intervals Ji are callednestedif
J1 ⊇ J2 ⊇ J3 ⊇ ·· · .
Prove or Disprove 55.The intersection or union of nested intervals is an
interval.

Remark 56. To show the distance between two points on the number line
we typically use the absolute value function. Although we havenot yet ac-
tually defined a function explicitly, you do have an intuitive idea of what a
function is and how functions work, and a large repertoire of examples at
your disposal, so everything should work smoothly.

Definition 57. Let x∈ R. Then the absolute value of x, denoted by|x|, is
given by

|x|=
√

x2 =

{

x if x≥ 0
−x if x< 0

This is sometimes referred to as the Euclidean distance between two
points and can generalize ton-dimensions. Ifx = (x1,x2, . . . ,xn) andy =
(y1,y2, . . . ,yn), then

d(x,y) =

√

n

∑
k=1

(xk−yk)2.

Prove or Disprove 58. |xy|= |x| |y|.
Prove or Disprove 59.For any two real numbers x and y,|x−y|= |y−x|.
Prove or Disprove 60. (The Triangle Inequality)|x+y| ≤ |x|+ |y|
Prove or Disprove 61. ||x|− |y|| ≤ |x−y|
Prove or Disprove 62.Let x,y∈ R. Then x= y if and only if for allε > 0,
|x−y|< ε.

Remark 63. Using absolute value to find the distance between points on
the number line is a specific example of a more general idea of afunction
which defines distance between points on a set S. Such a functionis called a
metricon S. We look at this more closely throughout this course. Before you
read the definition below, you might want to take a minute and think about
what you think defines a distance function.

Definition 64. (Metric) A metric (distance function) on a set S is a function
d which satisfies the following three properties:
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1. For all x,y∈S, d(x,y)≥ 0 (called nonnegativity) and d(x,y) = 0 if and
only if x= y.

2. For all x,y∈ S, d(x,y) = d(y,x) (symmetry)

3. For all x,y,z∈ S, d(x,y)≤ d(x,z)+d(z,y) (The Triangle Inequality)

(Convince yourself that these are all satisfied by| · | onR.)

Prove or Disprove 65.The function

d(x,y) =

{

0 if x = y
1 if x 6= y

is a metric on any nonempty set S. This is called thediscrete metric.

Prove or Disprove 66.Let z= (z1,z2) ∈ R2 represent points in the plane.
The function given byd(x,y) = |x1−y1|+ |x2−y2| is a metric onR2.

Prove or Disprove 67.The function D(x,y) = 1−2−(x−y) is a metric onR.

Exercise 68.To look at how different ideas of distance make for dissimilar
results, look at the plane with two different metrics, the Euclidean metric

d(x,y) =
√

(x1−x2)2+(y1−y2)2

and the so-called taxicab metric,d above. The unit circle is the set of all
points whose distance from the origin is 1 unit. So draw the setof points
where d(x,0) = 1 and the set of points whered(x,0) = 1 and see how they
are different circles.
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Chapter 3

Sequences and Limits

Definition 69. A sequence is a function f with domainN and rangeR.

Remark 70. The usual notation for a sequence is to let xn = f (n) and to
write the sequence(x1,x2,x3, . . .) asx = (xn)

∞
n=1 or (xn).

Definition 71. (Convergent Sequence)The sequence(xn) converges to the
real number L, if for every real numberε > 0 there exists a natural number
N such that for all n> N we have

|xn−L|< ε.

This is written as
lim
n→∞

xn = L

or oftentimes xn → L When such an L exists we say(xn) is a convergent
sequence.

Remark 72. The intuitive, but incorrect, way many people think of a se-
quence converging to L is, “As n gets bigger and bigger, the xn’s get closer
and closer to L.” Our definition makes the concept rigorous. With it we
see explicitly the relationship between n and “closer to L.” Specifically, for
eachε, we will have a formula to determine N so we are guaranteed that if
n> N, then xn will be within ε of L.

Theorem 73. If xn → a and xn → b, then a= b.

Remark 74. Theorem 73 shows that if a sequence does converge to a limit,
then the limit must be unique. Showing that an object is uniqueis a very
typical problem in upper-level mathematics.

Definition 75. (Divergent Sequence)A sequence which does not converge
is said to diverge. Note this can happen in several ways. Determine the
negation of the definition of convergence for a formal definition we use when
the limit does not exist.

10
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Remark 76. There is also the possibility that thelim xn exists, but it is not
finite. We saylimn→∞ xn = ∞ if for every M∈ R there exists a natural num-
ber N such that if n> N, then xn > M. Formulate the analogous definition
for limn→∞ xn =−∞.

Example 77. Prove thatlimn→∞
n

n+1 = 1.
Proof:
Let ε > 0 be given. For thisε define N∈ N so N> 1/ε. Then if n> N we
have

|xn−L|=
∣

∣

∣

∣

n
n+1

−1

∣

∣

∣

∣

=
1

n+1
<

1
n
<

1
N

<
1

1/ε
= ε.

Since thisε was arbitrary, we have shown that for allε > 0 there is a way
to find an N, depending only onε, so that for n> N we have|xn−L| < ε
and thus n

n+1 converges to1.

Note: All of the scratch work was left out of the proof. The scratch work is
where we find the relationship betweenε and N. This is done by starting
with |xn−L|, simplifying that expression down to one involving N and then
settingthat less thanε and solving for N. The scratch work then shows up
as the offset line in the proof.

Exercise 78.Write a formal proof for each of the following:

1. xn =
1√
n−1 converges to0.

2. yn = cos(nπ) diverges

3. zn = (4/3)n → ∞
Definition 79. Let x and y be sequences andα ∈ R. Then we define the
following sequences:

x±y = (x1±y1,x2±y2, . . .)
αx = (αx1,αx2, . . .)

x ·y = (x1y1,x2y2, . . .)

Prove or Disprove 80. If x andy are convergent sequences, thenx+y is a
convergent sequence.

Prove or Disprove 81. If x is a convergent sequence, then so isαx where
α ∈ R.

Prove or Disprove 82. If x is a convergent sequence, then so is1/x =
(1/xn)

∞
n=1.

Theorem 83. (Squeeze Theorem)Let x, y, andz be sequences and N∈ N

so that xn → L, zn → L, and for n> N

xn ≤ yn ≤ zn.

Then yn → L.
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Definition 84. We say a sequencex is boundedif there exists numbers m
and M such that for all n∈ N

m≤ xn ≤ M.

Exercise 85.Come up with corresponding definitions forbounded above
andbounded below. Give an example of a sequence which is bounded above
but is not bounded. Do the same for bounded below, but not bounded.

Prove or Disprove 86. If (xn) converges then it is bounded.

Definition 87. Let x be a bounded sequence. Define sequences(un) and
(vn) by, for all N∈ N

uN = in f{xn : n> N}
and

vN = sup{xn : n> N}.
Prove or Disprove 88. If x is a bounded sequence, thenlimN→∞ uN and
limN→∞ vN exists.

Definition 89. (Limit Superior and Limit Inferior) Let x be a bounded
sequence and let(uN) and(vN) be defined as above. Define thelimit inferior
and limit superiorof x, denoted byliminf xn and limsupxn, respectively, as

liminf xn = lim
N→∞

uN

and
limsupxn = lim

N→∞
vN.

Exercise 90.Find theliminf xn and limsupxn for each of the following se-
quences:

1. xn = (−1)n

2. xn = e−n

Prove or Disprove 91. If limn→∞xn exists and is finite, then limsupn→∞xn
and liminfn→∞ xn exist and are finite.

Prove or Disprove 92.If both limsupn→∞xn andliminfn→∞ xn exist and are
finite, then limn→∞xn exists and is finite.

Definition 93. (Cauchy Sequence)A sequence(xn) of real numbers is
called aCauchysequence if for everyε > 0 there exists a natural number
N so that if n> m≥ N, then

|xn−xm|< ε.

Exercise 94.Show that(xn) = (1/n) is a Cauchy sequence.
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Prove or Disprove 95.Every Cauchy sequence is a bounded sequence.

Prove or Disprove 96. If (xn) is a convergent sequence of real numbers,
then(xn) is a Cauchy sequence of real numbers.

Prove or Disprove 97.Every convergent sequence is a bounded sequence.

Remark 98. In the real line, every Cauchy sequence converges to a real
number which is whyR is called a “complete metric space.” This is again
the difference between the spacesQ andR. This is equivalent to the Com-
pleteness Axiom and from where the name comes. This is an extremely im-
portant property. One issue with theε −L definition of convergence is one
must know the value of the limit before proving anything. Onecan show
Cauchy without knowing the end result.

Exercise 99.Give an example of a sequence inQ with the Euclidean metric
(recall Exercise 68) that does not converge to a rational number. (This
shows thatQ with the Euclidean metric is not complete, whereasR with
the same metric is complete.)

Remark 100. Sometimes we are interested in not all of the terms of the
sequence, but only some of them (infinitely many of them).

Definition 101. A subsequenceis a sequence whose terms consist of some
of the terms of(xn) takenin order. The usual notation is to write our subse-
quence as

(xnk) = xn1,xn2,xn3, . . .

where n1 denotes the subscript of the first term taken from(xn), n2 denotes
the second term taken from(xn), et cetera. Notice that for the value of nk
we must have nk > k.

Exercise 102.Give five different subsequences for the sequence(1/n).

Prove or Disprove 103.If (xn) converges then, for any subsequence(xnk)
the subsequence converges and the limits are the same.

Prove or Disprove 104. If (xn) diverges, then, for any subsequence(xnk)
the subsequence also diverges.

Definition 105. Let x = (xn) be a sequence. A tail of the sequence is a
subsequence of the form(xn)

∞
n=k for some k∈ N.

Many of the results we have can be phrased in terms of tails of the se-
quence.

Theorem 106. Let x be a sequence and L∈ R. Then the following are
equivalent:

1. x → L,
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2. for every k∈ N, the tail(xn+k) converges to L,

3. there exists k∈ N such that the tail(xn+k) converges to L.

Remark 107. To prove a theorem which states multiple ideas are equiva-
lent one does not need to prove “if an only if” for each pair of possible
matchups. Instead, one can prove “circularly”. For example, if there were
four statements A, B, C, and D, a proof could be to show equivalence via

A⇒ B⇒ D ⇒C⇒ A.

Definition 108. Let {xn} be a bounded sequence of real numbers. Asub-
sequential limitis any real number x such that there exists a subsequence
{xnp} that converges to x.

Exercise 109.Find the set of subsequential limits of(xn)where xn= cos(nπ
4 ).

Prove or Disprove 110.There is no sequence whose set of subsequential
limits is{1/n : n∈ N}.

Definition 111. A sequencex is calledincreasing(decreasing) if for every
natural number n we have xn ≤ xn+1 (xn ≥ xn+1). If instead of an ordinary
inequality it is a strict inequality, then we refer to the sequence as strictly
increasing (strictly decreasing). In either case, we refer to x as monotonic.

Remark 112. If a tail of a sequence is increasing (decreasing) we say the
sequence iseventually increasing(eventually decreasing).

Prove or Disprove 113.If a sequence is eventually increasing and bounded,
then the sequence converges.

Exercise 114.Let x1 = 1 and xn+1 =
xn
2 + 1

xn
. Prove thatx converges and

find its limit. (Hint: this problem uses a lot of induction.)

Prove or Disprove 115.Every sequence has a monotone subsequence.

Theorem 116. (Bolzano - Weierstrass Theorem) Every bounded sequence
has a convergent subsequence.

Definition 117. The ideas of convergent sequence and Cauchy sequence
generalize to any metric space. Given a space X with metric d we say the
sequence of points xn ∈ X

1. converges to L∈ X if for everyε > 0 there exists a natural number N
so that if n> N, then d(xn,L)< ε.

2. is Cauchy in X if for everyε > 0 there exists a natural number N so
that if n,m> N, then d(xn,xm)< ε.

Remark 118. Look at these and the definitions you have for convergent and
Cauchy inR. Understand how they are saying the same thing when X= R

and d is Euclidean distance.
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Prove or Disprove 119.Let the space X be the real numbers with the “dis-
crete metric”

d(x,y) =

{

0 if x = y
1 if x 6= y

There is no such thing as a convergent sequence here.
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Chapter 4

Functions and Continuity

We begin with the most general definition of a function.

Definition 120. A function f from X⊆ R to Y⊆ R is a set of ordered pairs
(x,y) in the Cartesian product X×Y for which each x∈ X is the first coor-
dinate in exactly one ordered pair. We write this as f: X →Y and say that
f maps X to Y.

Remark 121. We will adopt the standard functional notation f(x) to repre-
sent the value of y in(x,y) ∈ f . The domain of f , denoted dom( f ), is X and
the range of f , denoted ran( f ), is the set{y∈Y| there exists an x∈ X with
f (x) = y}. We say f maps X into itself if Y⊆ X.

Remark 122. Although domains are important, we will mostly write f
rather than f : X → Y and assume that unless stated otherwise f has as
large a domain as possible, usuallyR.

Remark 123. Let f and g be functions and c∈ R. We assume the reader
is familiar with the definitions and properties of the functions named f±g,
f g, f/g, f ◦g and c f .

Remark 124. The elementary trigonometric, exponential, and logarithmic
functions, and their respective properties, are assumed.

Some additional terminology for functions include

• f is calledone-to-one, sometimes abbreviated 1−1, if for everyx,x′ ∈
X, x 6= x′ implies f (x) 6= f (x′).

• f is calledontoif for everyy∈Y there exists anx∈X such thatf (x) =
y.

• f is called a bijection if it is both one-to-one and onto.

For now we shall restrict ourselves to functions onR.
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Exercise 125.Give an example of a function which is

1. one-to-one, but not onto

2. onto, but not one-to-one

3. neither one-to-one, nor onto

4. a bijection

Definition 126. (Limit of a Function) Let X⊆ R and f : X → R. We say
the limit of f asx approachesx0 is L if for everyε > 0 there exists aδ > 0
so that if x∈ X and0< |x−x0| < δ , then| f (x)−L| < ε. Notationally, we
write this as

lim
x→x0

f (x) = L.

Example 127.Prove thatlimx→2x3 = 8.

Proof: Let ε > 0. For thisε, let δ = min{1,ε/19}. Then if |x−2|< δ we
have

|x3−8|= |x−2| · |x2+2x+4|< 19· |x−2|< 19δ < 19· ε/19= ε.

Sinceε was arbitrary, this works for any positive epsilon and thus limx→2x3=
8.

Exercise 128.Show thatlimx→3x2 = 9.

Exercise 129.The part which reads0< |x− x0| is important. Why do we
not let|x−x0| be zero?

Prove or Disprove 130.If limx→x0 f (x) = L and limx→x0 g(x) = K, then

lim
x→x0

( f ±g)(x) = L±K.

Definition 131. (Continuity of a Function) Let X⊆R. A function f: X →
R is continuous at a point x0 if for everyε > 0 there exists aδ > 0 such that
for all x ∈ X with |x−x0|< δ we have

| f (x)− f (x0)|< ε.

Note: this is continuityat a point.
We say f is a continuous function if it is continuous at every point x0 ∈ X.

Remark 132. The definitions of continuous at x0 and the limit at x0 look
almost identical, but are not. It’s important to see the difference and under-
stand why they are not the same.

Exercise 133.Show that f(x) = 3x+2 is continuous at x= 1.

Exercise 134.Show that f(x) = 3x+2 is a continuous function.
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Exercise 135.Show that f(x) = x2 is a continuous function.

Prove or Disprove 136.Let c∈ R. If f : X → Y is continuous at x0, then
c f is continuous at x0.

Prove or Disprove 137.If f : X →Y is continuous at x0, then| f | is contin-
uous at x0.

Remark 138. A function is bounded if its range is a bounded set inR. In
other words, f is bounded if there exist m,M ∈ R such that

m≤ f (x)≤ M

for all x in the domain of f .

Theorem 139. If f : X →Y is continuous at x0, then there is an interval I
containing x0 so that f(x) is bounded on I.

Prove or Disprove 140.If f : X →Y and g: X →Y are continuous at x0,
then

1. f +g

2. f g

3. f/g

are continuous at x0.

Remark 141. There is another definition of continuous which is equivalent
to the ordinary definition for real functions. This one utilizes sequences
and while it is sometimes difficult to use for positive results(that is proving
continuity) it works very well for negative results.

Definition 142. Let D⊆ R. A function F: D → R is continuous at a point
x if for every sequence(xn)⊆ D such that xn converges to x we have

f (xn) converges to f(x).

Exercise 143.Write the negation of Definition 142 to see how to use it to
prove the function f is not continuous at the point x.

Prove or Disprove 144.If g : U →V is continuous at x0, and f : V → R is
continuous at y0 = g(x0), then f◦g : U → R is continuous at x0.

Exercise 145.Let

f (x) =







sin(1/x) if x 6= 0

0 if x = 0

Prove that f isnotcontinuous at0.
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Definition 146. Let I be an open interval, let x0 ∈ I, and let f be a function
defined on I (except possibly at x0). Then

1. f has ajump discontinuityat x0 if the one-sided limits of f exist at x0,
but are not equal.

2. f has aremovable discontinuityat x0 if limx→x0 f (x) exists, but f(x)
either does not exist or has a value different from the limit.

Exercise 147.Let

F(x) =







x2−1
x−1 if x 6= 1

a if x= 1

Determine the value of a so that F is continuous at x= 1.

Remark 148. The next two theorems and the subsequent problems lead to
many applications of continuity.

Theorem 149. (Intermediate Value Theorem)Suppose that f: [a,b]→R

is continuous on[a,b]. If v is a number between f(a) and f(b), then there
is a point c∈ (a,b) such that f(c) = v. (Hint: Assume f(a)< v< f (b) and
look at S= {x∈ [a,b] | f (x)< v}.)

Remark 150. For awhile it was thought that a function having this Inter-
mediate Value Property was the same as a continuous function.This was
disproved by (among others) Gaston Darboux. Nowadays, functions with
the Intermediate Value Property are called Darboux Functions.

Theorem 151. (Extreme Value Theorem)If f : [a.b]→R is continuous on
[a,b], then there exist points c and d in[a,b] such that f(c) ≤ f (x) ≤ f (d)
for all x ∈ [a,b].

Exercise 152.If g : R→R is continuous on[a,b], with g(a) ·g(b)< 0, then
there exists a value r∈ [a,b] such that g(r) = 0.

Definition 153. Let f : D → R be a function and let I be an interval for
which I⊆ D. Then the image of I under f is given by

f (I) = { f (x) |x∈ I}.

Prove or Disprove 154.If f is continuous and nonconstant on the interval
I, then f(I) is an interval.

Definition 155. A function f is increasing (strictly increasing) on the inter-
val (a,b) if for all x,y∈ (a,b) with x< y we have f(x)≤ f (y) ( f (x)< f (y)).
Decreasing and strictly decreasing are similarly defined. Afunction is
called monotoneon (a,b) if it is either increasing on(a,b) or decreasing
on (a,b).
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Definition 156. A function f : R→ R is calledsymmetricat x0 if

lim
h→0+

[ f (x0+h)+ f (x0−h)−2 f (x0)] = 0.

Prove or Disprove 157.If f is continuous at x0, then f is symmetric at x0.

Prove or Disprove 158.If f is symmetric at x0, then f is continuous at x0.

Definition 159. Let D⊆R and f : D→R. We say f isuniformly continuous
if for every ε > 0 there exists aδ > 0 such that for every x,y ∈ D with
|x−y|< δ we have

| f (x)− f (y)|< ε.
Remark 160. Note how this differs from ordinary continuity. Then we fix x
andε and then findδ ; that is, concentrating on one point we see how close
the x’s have to be in order for the f(x)’s to be a prescribed distance away.
For uniform continuity we have when the x’s are close, the f(x)’s are the
given distance apart for all points.

Prove or Disprove 161. f (x) = 3x+2 is a uniformly continuous function.

Prove or Disprove 162. f (x) = x2 is a uniformly continuous function.

Theorem 163. If f is continuous on the closed interval[a,b], then f is
uniformly continuous on[a,b].

Exercise 164.Show the theorem above is not true if we replace[a,b] with
(a,b).

Exercise 165.Show that f: [1,∞) → R given by f(x) =
√

x is uniformly
continuous.

Theorem 166. If f is uniformly continuous on the interval[a,c] and f is
uniformly continuous on the interval[c,b], then f is uniformly continuous
on [a,b].

Prove or Disprove 167.If f is uniformly continuous on the interval[a,c)
and f is uniformly continuous on the interval[c,b], then f is uniformly
continuous on[a,b].

Theorem 168. If f : [0,∞)→ R is continuous on[0,∞) and uniformly con-
tinuous on[k,∞) for some k> 0, then f is uniformly continuous on[0,∞).

Definition 169. Let X⊆R and let{ fn} and f be real functions with domain
X. We say fn converges pointwise to f if for each x0 ∈ X we have

lim
n→∞

fn(x0) = f (x0);

that is, for every x0 ∈ X and everyε > 0 there exists an N∈ N such that for
n> N

| fn(x0)− f (x0)|< ε.

We write this as fn
p→ f .
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Exercise 170.Define fn : [−1,1]→ R by

fn(x) = cos(nx)/
√

n

Determine the pointwise limit of fn.

Exercise 171.Define fn : [0,∞)→ R by fn(x) = xn

1+xn . Find the pointwise
limit of fn.

Exercise 172.Let {rn} be an ordering of the rational numbers. Define
fn : R→ R by

fn(x) =

{

1 x= rk, k≤ n
0 otherwise

Determine the pointwise limit of fn.

Prove or Disprove 173.The pointwise limit of a sequence of continuous
functions is a continuous function.

Definition 174. Let X⊆R and let{ fn} and f be real functions with domain
X. We say fn converges uniformly to f if for everyε > 0 there exists and
N ∈ N such that if n> N we have

| fn(x)− f (x)|< ε

for all x ∈ X. We denote this by

fn
u→ f .

Prove or Disprove 175.The uniform limit of continuous functions is a con-
tinuous function.

Remark 176. As usual, our concentration is in the real line. These defini-
tions we have, though, do not depend on the domain and codomainbeing
R. Here is a generalization of theδ −ε definition to any metric space along
with an example.

Definition 177. Start with metric spaces(S,d) and (S∗,d∗). A function
f : S→ S∗ is continuous at s0 ∈ S if for everyε > 0 there exists aδ > 0 such
that

d(s0,s)< δ implies d∗( f (s0), f (s))< ε.

Remark 178. Look back at the definition of continuity and see how this
metric space definition is the same, but different.

Let S= {(xn) : (xn) is a bounded sequence} and define distance between
points in this space by

d((xn),(yn)) = sup{|xn−yn|}.
The functionF : S→ S, called the left shift operator, is given byF(xn) =
(x2,x3, . . .).
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Prove or Disprove 179.The left shift operator is continuous.

Remark 180. The sequence definition also exists in general metric spaces
and is again helpful in showing something is discontinuous ata point.

Definition 181. Start with metric spaces(S,d) and (S∗,d∗). A function
f : S→ S∗ is continuous at s0 ∈ S if for every sequence(sn) in S converging
to s0 we have

f (sn)→ f (s0)

in (S∗,d∗).

Prove or Disprove 182.The function f: R2 → R given by

f (x,y) =

{

2xy
x2+y2 (x,y) 6= (0,0)

0 otherwise

is discontinuous at the(0,0).

Remark 183. This function is from the study ofseparate versus joint con-
tinuity. One of many types of generalized continuity currently being re-
searched.
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